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Executive Summary 

The Phase I report documented analysis of air-quality and meteorology measurements from the LADCO 
Winter Nitrate Study (WNS) to better understand wintertime episodes of elevated fine particle (PM2.5) 
concentrations in the Midwest. The measurements were taken at Milwaukee (urban) and Mayville (rural) 
Wisconsin from 1 January - 31 March, 2009.  Contemporaneous observations at an urban-rural pairing in 
Georgia were similarly assessed to understand reasons for regional differences in episode chemistry, 
aerosol speciation, and intensity.  In Phase II of this project, simulations of the study period are performed 
using the Community Multiscale Air Quality model (CMAQ v. 4.7.1) and the CAMx model (v. 5.2) to 
answer the following questions: 

How well can models predict fine particle concentrations during observed episodes?  Overall, the 
level of model skill is judged to be sufficient for (a) understanding what contributes to episodes (after 
averaging over several modeled episodes); and (b) testing the impact of emission scenarios on average 
episode frequency and severity. Furthermore, the model is capable of simulating the occurrence (but not 
exact timing, duration, or severity) of most but not all episodes.  Independent simulations for the same 
location and period conducted by the Wisconsin DNR and LADCO using the CAMx chemical transport 
model confirmed the main results of the University of Iowa study regarding prediction skill and emission 
sensitivity; it also highlighted the sensitivity of concentrations to meteorological model configuration.   

Key species not simulated as well as others in the Iowa CMAQ implementation during episodes include 
organic carbon, nitrate, and ammonia (all were underpredicted). Gas species performance ranged from 
problematic performance (most notably for ammonia) to good or better performance for NOx and ozone.  
Comparison of modeled and measured enhancement ratios relative to that of PM2.5 indicate that the model 
is underestimating secondary aerosol (nitrate, sulfate, and possibly SOA) in episodes.  

What processes control ground-level aerosol nitrate amounts? CMAQ analysis indicates that the 
nighttime production pathway (involving N2O5 and wet aerosols or cloud droplets) exceeds the daytime 
pathway.  Furthermore, conversion of NOx to nitrate (specifically to nitric acid) occurs at peak rates at 
elevations of 50-200 m above the surface, and over wide geographical areas.  The consequence of this is 
that simulation of wintertime nitrate is difficult because it requires correct simulation of the daytime and 
nighttime pathways; the nighttime pathway has more chemical steps that have only been recently 
incorporated into air quality simulations.   

How effective are NOx, NH3, and SO2 emission reductions on PM2.5 concentrations? For the upper 
Midwest, equal percentage reductions of NH3 emissions and NOx emissions do not result in equal 
reductions in PM2.5, and the spatial patterns of the reductions are also different. NH3 emissions reductions 
lead to larger PM2.5 reductions than the corresponding NOx controls by a factor of about four for Mayville 
and Milwaukee. NOx reduction leads to PM2.5 reductions mainly west of the Mississippi in ammonia-rich 
regions. Ammonia controls are simulated to have reductions mainly east of the Mississippi river. These 
features (of NOx and NH3 reductions) are predicted in both the CAMx and CMAQ model runs. The 
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higher effectiveness of NH3 emission reductions is explained by the simulation result that NH3 controls 
decrease total nitrate (TNO3) in Southern Wisconsin more than the NOx controls. Pure NOx reductions 
cause small reductions in nitrate (up to 4% nitrate reduction from a 30% NOx reduction), offset by sulfate 
increases in some areas.   

The simulated impact of a 2015 proxy emission scenario, designed to approximate near-term changes in 
mobile NOx and effects of the Cross-State Air Pollution Rule (CSAPR) on coal-fired power plant NOx 
and SOx emissions, is slightly less than that of 30 percent ammonia controls.  If the sensitivity of further 
NOx and NH3 emission reductions is assessed starting from a 2015 proxy emission, sensitivity of PM2.5 to 
ammonia decreases slightly and the sensitivity to NOx controls is enhanced; however, ammonia 
reductions retain significantly more leverage on PM2.5 than NOx reductions even after the reductions 
associated with the 2015 proxy case. These results are applicable to the upper Midwest and will vary in 
regions with different relative amounts of ammonia, nitrate and sulfate.  

Localized reductions of both NH3 and NOx were simulated. Reductions of NH3 within 250 km and 60 km 
of Milwaukee are simulated to have 80 and 30 percent of the effect compared to domain-wide controls, 
respectively. Localized NOx controls have relatively small impacts on PM2.5 and nitrate concentrations, 
due to a lack of sensitivity of total nitrate to local NOx reductions.   

What is the conceptual model of wintertime episodes? Modeling and further analysis of episodes 
support the conceptual model that episodes are initiated by meteorological conditions, with episodes 
characterized by high-pressure systems that tend to persist longer than usual, creating stagnant conditions 
and often strong inversions that allow pollutant concentrations to build up. The atmospheric moisture and 
stagnant conditions may have important contributions from snow cover and snow melt, as many of the 
episodes occurred under conditions of snow cover, and many episodes ended with partial or complete 
snowmelt. Episodic increases in PM2.5 concentrations often begin with a combination of transport of 
aerosols and their precursors, as well as localized production of nitrate and accumulation of local primary 
aerosols, particularly organic aerosols in urban locations. Episodes progress partially through widespread 
production of nitric acid aloft (peaking at elevations from 50-200 meters), with a significant contribution 
from nighttime chemical pathways. Episodes reach peak concentrations from a combination of transport 
and local accumulation of both primary and secondary species. Enhanced solar radiation over bright snow 
surfaces likely enhances OH, aerosol NO3, and SO4 concentrations during some episodes. Feedbacks 
involving ammonia, NOx,  and nitrate were identified by 3D modeling, which should be incorporated into 
the conceptual model.  

How can episode prediction and analysis be improved in the future? A ranking of model aspects 
where future performance improvements would lead to improved PM2.5 model skill highlights boundary 
layer meteorology and nitrate processes (chemistry, emissions, deposition and transport) for Milwaukee 
episodes prediction.  For Mayville, nitrate processes and organic aerosols are thought to be areas where 
increases in model skill will best translate to increases skill in PM2.5 episode prediction.  Other areas of 
future emphasis should include measurements and modeling of boundary layer height, a greater range of 
NOy measurements, resolving and evaluating CMAQ predictions of other aerosols, and obtaining a 
greater range and higher time resolution of organic aerosol measurements.  Improvements in the 
prediction of solar radiation intensity over snow, and in ammonia emissions and deposition are needed.  
High temperatures and high ammonia concentrations coincide with one another in the observations, and 
the association is only partially reproduced by models.  This, coupled with the persistent model 
underprediction of ammonia and sensitivity of PM2.5 to ammonia, provide a rationale for a future 
emphasis on ammonia.  
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Phase II Report: Three Dimensional Modeling, Process Analysis and Emissions Sensitivity 

 
Technical Summary 

The Phase I report documented detailed analysis of air-quality and meteorology measurements from the 

LADCO Winter Nitrate Study (WNS) to better understand wintertime episodes of elevated fine particle 

(PM2.5) concentrations in the Midwest. The measurements were taken at Milwaukee (urban) and Mayville 

(rural) Wisconsin from 1 January - 31 March, 2009 and included high time resolution (hourly) 

measurements of important air quality variables related to wintertime episodes, including gas and 

particulate nitrate and ammonia.  Contemporaneous observations at an urban-rural pairing of Southeastern 

Aerosol Research and Characterization (SEARCH) sites at Atlanta (Jefferson Street) and Yorkville, 

Georgia, were similarly assessed to understand reasons for regional differences in episode chemistry, 

aerosol speciation, and intensity.   

In Phase II of this project, simulations of the study period are performed using the Community Multiscale 

Air Quality model (CMAQ v. 4.7.1) and meteorology from the Weather Research and Forecasting model 

(WRF ARW v. 3.3).  The simulation utilizes a north central U.S. subdomain with 12 km resolution.  

Objectives of the simulations are to:  

 Assess the capability of the CMAQ model in predicting fine particle concentrations at urban and 

rural locations during periods with observed episodes;  

 Quantify the contribution of nitrate formation pathways and transport processes to particulate 

episodes;  

 Estimate the efficacy of NOx, NH3, and SO2 emission controls on reducing episode intensity, 

identify important emission sources during wintertime episodes, and determine whether they are 

local or a result of regional transport; and 

 Refine the conceptual understanding of these episodes.  

How well can the CMAQ model predict fine particle concentrations during observed episodes? 

Overall, the level of model skill is judged to be sufficient for (a) understanding what contributes to 

episodes (after averaging over several modeled episodes); and (b) testing the impact of emission scenarios 

on average episode frequency and severity. Furthermore, the model is capable of simulating the 
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occurrence (but not exact timing, duration, or severity) of most but not all episodes. An independent set of 

simulations for the same location and period was conducted by the Wisconsin DNR (WRF meteorology) 

and LADCO (CAMx chemical transport model). This set of model runs had diurnal temperature profiles 

more closely matching observations, and showed overall similar model performance as the CMAQ 

model, with more instances of overprediction, less instances of underprediction, and an excessive (relative 

to observations) diurnal variation in PM2.5. 

A detailed assessment of CMAQ PM2.5 performance shows appreciable skill in capturing observed 

synoptic scale variability. Average absolute concentrations and relative contributions are reproduced well 

by the model. Episodes are not as well predicted and (on average) show a negative bias (i.e.. 

underprediction). Key species not simulated as well as others during episodes include organic carbon 

(negative bias), nitrate (negative bias), and ammonia (negative bias). Gas species performance during 

episodes for Milwaukee was classified as problematic for NH3 (large negative bias), excellent for NOx 

and NOy, and average for O3. For Mayville, NH3 was problematic during episodes (negative bias), O3 was 

good, and NOy and SO2 showed average performance. EC predictions vary from unbiased to positively 

biased, which when coupled with negative bias for OC, lead to systematically low OC/EC ratios. 

Comparison of modeled and measured enhancement ratios relative to that of PM2.5 tell a consistent story, 

that the model is underestimating secondary aerosol (nitrate, sulfate, and possibly SOA) in episodes. 

Despite the low ammonia prediction, the gas ratio prediction during episodes is only slightly low (due to 

offsetting negative bias in both sulfate and nitrate). Gas ratios are significantly underpredicted during 

non-episode periods (model at 1 to 1.5, and observations at 2 to 3).  

 As documented in the Phase I report, the Georgia episodes were fewer in number and severity, 

had low fractions of ammonium nitrate, and high fractions of organic aerosol.  Episodes coincided with 

low wind early morning hours.  The University of Iowa CMAQ simulation (at 36 km spatial resolution) 

for this period had some negative bias for predicting these episodes (model mean of 24.6 μg m-3, 

observation mean of 29.7, and fractional bias of -0.23). For organic carbon, the principle enhanced 

species during the episodes, the performance statistics were not as good (model mean 5.3 μg m-3, 

observed mean 11.6, and fractional bias -0.75).  Underprediction of organic carbon during the episodes 

was the most important limiting factor for better episode prediction by CMAQ for the Georgia sites.   

What processes control ground-level aerosol nitrate amounts? 

Integrated process rate (IPR) analysis and integrated reaction rate analysis (IRR) show that aerosol nitrate 

at the surface is formed by a combination of chemical and transport processes. Nitric acid is produced 50-

200 m above the surface and subsequently transported to the surface via vertical diffusion, where aerosol 
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nitrate is formed, and aerosol nitrate is then removed largely by dry deposition and transported upwards 

via vertical diffusion. The aerosol production rate is significantly higher for episode periods (by ~33 

percent) and both daytime and nighttime chemical pathways are important. At Milwaukee near the ground 

the daytime formation pathway for nitric acid is larger than the nighttime pathways (0.08 ppb/h versus 

0.04 ppb/h). Regarding the nighttime pathway, the heterogeneous hydrolysis reaction of N2O5 is found to 

exceed the homogeneous hydrolysis pathway by a factor of four. The importance of the daytime pathway 

decreases for higher altitudes. For Mayville, the relative magnitude of the nighttime pathways is larger 

than that of the daytime pathway, 0.10 ppb/h versus 0.04 ppb/h. The spatial distribution of aerosol nitrate 

formation is found to vary significantly spatially and on synoptic time scales. 

How effective are NOx, NH3, and SO2 emission reductions on PM2.5 concentrations?  

For the upper Midwest, equal percentage reductions of NH3 emissions and NOx emissions do not result in 

equal reductions in PM2.5, and the spatial patterns of the reductions are also different. NH3 emissions 

reductions lead to larger PM2.5 reductions (~5-12 percent over Milwaukee and Mayville) than the 

corresponding NOx controls (~1-3 percent). NOx reduction leads to PM2.5 reductions mainly west of the 

Mississippi in ammonia-rich regions. Ammonia controls are simulated to have reductions mainly east of 

the Mississippi river. These features (of NOx and NH3 reductions) are predicted in both the CAMx and 

CMAQ model runs. Assuming that the 3D-modeled fractional changes in total ammonia, total nitrate, and 

total sulfate are correct, the directly-modeled sensitivities are likely accurate for episodes in Southern 

Wisconsin, based on comparison of the observationally constrained and direct model sensitivities. The 

higher effectiveness of NH3 emission reductions is due to the unanticipated result that domain-wide NH3 

controls decrease total nitrate (TNO3) in Southern Wisconsin more than the NOx controls. Pure NOx 

reductions have a complicated impact on PM2.5. The directly-modeled all-hours sensitivity is for a small 

decrease in PM2.5 (up to 4 percent on average) in the more northern and western portions of the domain 

(which are ammonia-rich). A small PM2.5 increase (mostly from sulfate) is modeled from a pure NOx 

reduction, and this occurs in the southern portion of the domain.   

The simulated impact of a 2015 proxy emission scenario, designed to approximate near-term changes in 

mobile NOx and effects of the Cross-State Air Pollution Rule (CSAPR) on coal-fired power plant NOx 

and SOx emissions, is less than that of 30 percent ammonia controls, with episode inorganic PM2.5 

decreasing by 4-8 percent (a 2-5 percent decrease in total episode PM2.5). Sulfate is a smaller contributor 

to episode concentrations. If the sensitivity of further NOx and NH3 emission reductions is assessed 

starting from a 2015 proxy emission, sensitivity of PM2.5 to ammonia decreases slightly and the 

sensitivity to NOx controls is enhanced; however, ammonia reductions retain significantly more leverage 

on PM2.5 than NOx reductions even after the reductions associated with the 2015 proxy case. These results 
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are applicable to the upper Midwest and will vary in regions with different relative amounts of ammonia, 

nitrate and sulfate. The gas ratio is found to vary greatly across the region, and also to be a good predictor 

of the spatial variability in sensitivity to emission reductions. 

Localized reductions of NH3 are simulated to cause localized impacts on PM2.5 that are relatively large 

and occur in the area of the NH3 reduction. Reduction of NH3 within 250 km of Milwaukee is simulated 

to have 80 percent of the effect as domain-wide controls, and reduction of NH3 within 60 km of 

Milwaukee is simulated to have 30 percent of the effect as domain-wide controls. Localized NOx controls 

have relatively small impacts on PM2.5 and nitrate concentrations, due to a lack of sensitivity of total 

nitrate to local NOx reductions.  Based on comparison to an observationally-constrained method the 

CMAQ directly-modeled sensitivities are fairly skillful for the LADCO WNS study sites during episodes, 

but with some significant errors during other periods associated with errors in modeled gas ratio.  

What is the conceptual model of wintertime episodes? 

Modeling and further analysis of episodes support the conceptual model that episodes are initiated by 

synoptic meteorological conditions, with episodes characterized by high-pressure systems that tend to 

persist longer than usual, creating stagnant conditions and often strong inversions that allow pollutant 

concentrations to build up under the limited mixing height. The atmospheric moisture and stagnant 

conditions may have important contributions from snow cover and snow melt, as many of the episodes 

occurred under conditions of snow cover, and many episodes ended with partial or complete snowmelt. 

Episodic increases in PM2.5 concentrations often begin with a combination of transport of aerosols and 

their precursors, as well as localized production of nitrate and accumulation of local primary aerosols, 

particularly organic aerosols in urban locations. Episodes progress partially through widespread 

production of nitric acid aloft (peaking at elevations from 50-200 meters), with a significant contribution 

from nighttime chemical pathways. Episodes reach peak concentrations from a combination of transport 

and local accumulation of both primary and secondary species. The transported component to the peak 

concentrations usually occurs when a surface low-pressure system disperses boundary layer aerosols in 

front of the incoming surface high, leading to surface-level transport of pollution toward the end of 

episodes. Enhanced actinic flux over high albedo (snow) surfaces likely enhances OH, aerosol NO3, and 

SO4 concentrations during some episodes, an effect not represented in CMAQ 4.7.1. Feedbacks were 

identified by 3D modeling, which should be incorporated into the conceptual model. Ammonia controls 

are simulated to decrease nitrate lifetime, and NOx controls are predicted to increase sulfate and 

(especially locally near NO sources) increase ozone.  Additional feedbacks involving other factors such as 

aerosol pH and size distribution, have not yet been investigated, but may exist. 
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A ranking of model aspects where future performance improvements would lead to improved PM2.5 

model skill  of the U of I CMAQ implementation based on analysis of model bias and sensitivities shows  

the following: 

 Milwaukee (all hours and episodes):  boundary layer meteorology > nitrate/NOy chemistry, 

emissions, deposition and transport > organic aerosols > ammonia > sulfate 

 Mayville (all hours): organic aerosols > nitrate/NOy chemistry, emissions, deposition and 

transport > sulfate > ammonia > boundary layer meteorology. 

 Mayville (episode hours): nitrate/NOy chemistry, emissions, deposition and transport > organic 

aerosols ~ sulfate > ammonia ~ boundary layer meteorology 

Reducing the uncertainty in these processes requires both additional observations and model 

improvements. Future observational studies would benefit from adding measurement of the boundary 

layer evolution through co-located instrumentation such as LiDAR, ceilometer, or SODAR. 

Measurements of a greater range of compounds in the NOy system, including elevated measurements, 

would be useful constraints, including OH, HO2, N2O5, NO3 radical and HONO. Organic species have a 

large contribution to episodes, particularly at the urban location, and measurements suitable for source 

apportionment of OC would aid in further advancing the conceptual model. Modeling indicates a large 

contribution of “other” modeled primary aerosol mass during episodes, and time-resolved measurements 

of metals and a wider range of cations would help quantify this contribution to episodes and test the 

models representation of “other PM” sources, such as road and agricultural dust. Progress in forecasting 

and simulation lies in improved boundary layer prediction, changes in photolysis modules, NH3 fluxes 

(net emissions and bi-directional deposition), and data assimilation of meteorological variables.  High 

temperatures and high ammonia concentrations coincide with one another in the observations, and the 

association is only partially reproduced by models; we anticipate that high time resolution meteorology 

and ammonia measurements can be used in the future to evaluate enhanced ammonia modeling 

algorithms. Further model refinements of nitrate formation pathways and the role of organics in episodes, 

informed by measurements, are also needed.   
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1.0 INTRODUCTION 
 

1.1 Introduction 

The 2006 United States PM2.5 standard under the Clean Air Act has two separate limits 

for PM2.5. A short-term limit is applied to peak 24-hour concentrations [35 micrograms per cubic 

meter of air (μg m-3)].i There is also a limit on the annual average concentration (15 μg m-3). The 

change in the 24-hour standard from 65 to 35 μg m-3 has made attainment of ambient air-quality 

standards much more difficult in locations that experience short-term episodes of moderately 

high PM levels (e.g., between 35 and 65 μg m-3). For the states of Wisconsin, Minnesota, Iowa, 

and Northern Illinois, wintertime is the most active episode season. These episodes are often 

regional and are characterized by low wind speeds, near-freezing temperatures, and elevated 

levels of ammonium nitrate. 

To better understand these episodes, a study called The LADCO Winter Nitrate Study 

(WNS) was conducted from December 2008 to March 2009. The field monitoring results and 

data analysis and interpretation of the field monitoring results can be found in the LADCO report 

“Episodic Air Pollution in Wisconsin (LADCO Winter Nitrate Study) and Georgia (SEARCH 

Network) During Jan-Mar 2009. Phase I Report” completed in October 2010 [Baek et al., 2010].  

The LADCO WNS was an intensive monitoring campaign conducted by ARA Inc., the 

Wisconsin DNR, the Illinois State Water Survey, and LADCO. Continuous measurements of 

ammonia, ammonium, nitrate, nitric acid, ozone, NOx, NOy, and meteorology were conducted at 

an urban site (Milwaukee, Wisconsin), and an upwind rural site (Mayville, Wisconsin). 

Integrated samples of many species were also collected. The analysis also included data from 

similar instruments at an urban-rural pair in the South Eastern Aerosol Research and 

Characterization (SEARCH) network around Atlanta, Georgia. Hourly inorganic species from 

both the SEARCH network and the Winter Nitrate Study were taken by the iCAMS (Inorganic 

Continuous Aerosol Measurement System). 

During the monitoring campaign, 13 episodes were recorded (defined by seven-hour 

average PM2.5 exceeding 27 μg m-3), with seven affecting both sites, and six affecting Milwaukee 

only. The most severe episode occurred January 21- 23, with average levels of 50 and 38 μg m-3 

at the urban and rural sites, respectively. This measurement database provides an excellent 

evaluation dataset to test the skill of 3D air-quality models as tools for understanding, 
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forecasting, and limiting these episodes through adjustment of emissions in the region. The 

LADCO WNS Phase II report consists of model evaluation and addressing of science questions 

requiring a 3D chemical transport model. Most of the Phase II report involves evaluation of or 

answering of science questions using a series of model runs performed at 12 km resolution with 

the Weather Research Forecasting (WRF) v. 3.1.1 and the Community Multiscale Air Quality 

Model (CMAQ) v4.7.1. 

A number of studies have attempted to quantify air-quality model skill in the Upper 

Midwest and to explore sensitivity to emission reductions of SO2, NOx, and NH3 [Appel et al., 

2008; Baker and Scheff, 2007; 2008; Makar et al., 2009; Mathur et al., 2008; Pinder et al., 2008; 

Spak and Holloway, 2009; Tesche et al., 2006]. However, most of these studies did not have 

access to total ammonia and total nitrate measurements (or if measurements were available, they 

were at daily or longer time resolution). And none of these studies were able to compare to 

hourly PM2.5, inorganic aerosols, and inorganic gases. In addition to these 3D air-quality models, 

the statistical model of Ghosh et al. [2010] was designed to quantify the relative importance of 

the individual production and loss pathways of total nitrate, depending on time and location.  

 

1.2 Project Objectives 

In response to the LADCO RFP for analysis of the Winter Nitrate Study, the following 

objectives were proposed. This report concerns the Phase I and Phase II objectives. 

 

Phase I Objectives 

 

Composition During Episodes:  

 Divide measurement period into segments according to PM levels and meteorology;  

 Assess the role of ammonia in forming particulate nitrate using a thermodynamic box 
model; 

 Determine sensitivity of PM levels to reductions in nitric acid and ammonia using a 
thermodynamic box model(s); 

 Assess hygroscopic state of aerosol using a thermodynamic box model; 

 Assess data quality and uncertainty using continuous-filter comparison, charge balance, 
mass balance, and thermodynamic disequilibrium; 

 Compare to previous thermodynamic box model analyses of the Midwest; and 

 Compare severity and chemistry of episodes during the study to historical average 
episodes, and assess spatial extent of episodes during the intensive monitoring campaign. 
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Rural-Urban Gradients: 

 Examine urban excess in particulate nitrate; and   

 Analyze HYSPLIT back trajectories .  

Local Primary Sources: 

 Perform wind sector analysis/conditional probability analysis/bivariate analysis. 

Episode Meteorology: 

 Identify meteorological unusual periods (fresh snow, snow melt, high actinic flux due to 
sun on snow, and fog); and 

 Conduct a CART multivariate analysis of meteorological variables. 

Nitrate Formation Chemistry: 

 Examine diurnal pattern of nitrate and assess relative importance of daytime (OH) and 
nighttime (O3/N2O5) channels; 

 Review state-of-science of PM nitrate formation; and     

 Compare SEARCH (Atlanta) urban-rural pair data and Wisconsin data. 

 

Phase II Objectives 

 

3D Modeling  

 Conduct 12-km CMAQ model runs for the measurement period on a Midwestern domain. 
This will support several of the analyses listed below; and 

 PMCAMx modeling of the domain during the study period.  

Rural-Urban Gradients    

 Model runs with various geographic areas perturbed for NOx emissions to establish areas 
where emission reduction led to nitric acid reductions.  

Nitrate Formation Chemistry 

 Determine sensitivity of PM nitrate levels to other factors (such as nitrate formation 
kinetics) using box modeling. 

Three-Dimensional Model Implementation  

 Conduct hybrid box model analysis replacing measured variables with modeled (one at a 
time) to determine areas where model inaccuracies contribute most to model-
measurement error for ammonium nitrate;  

 Compare total measured ammonia concentrations versus total 3D modeled ammonia as a 
test of average ammonia emission levels and spatial-temporal patterns (II);   

 Assess adequacy of PM nitrate chemistry used in photochemical models and recommend 
improvements; and 

 Quantify model-measurement agreement during episodes (II), with comparison of 
CMAQ and PMCAMx.        
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1.3  Study Questions 

 Based on insights learned in Phase I of the LADCO WNS analysis, we can now present  a 

more refined set of science questions than was possible at the time of proposal submission. These 

insights often came during discussions held regularly between LADCO staff, EPRI staff, WDNR 

staff, and LADCO members in late 2010 and during 2011. A list of these refined science 

questions is presented below. These are divided into core questions that were of highest priority 

to the project team, and secondary questions.   

Core Science Questions 

 Can photochemical models accurately predict fine particle concentrations during 

observed episodes? 

 Do photochemical models effectively simulate aerosol composition and gas ratios during 

wintertime episodes, and do they simulate the differences with composition on days with 

lower concentrations? 

 What are the primary emission sources during wintertime episodes? Are these sources 

local or regional in nature? Are there significant differences in PM2.5 source 

regions/sectors during wintertime episodes between rural and urban sites? 

 What is the relationship between NOx reductions and total nitrate reductions? 

 How important is nighttime nitrate formation? 

   

Secondary Science Questions 

 When episode conditions appear to move from location to location (e.g., Iowa on day 1, 

Wisconsin on day 2, Ohio on day 3, etc.) as synoptic meteorological systems move across 

the region, how much of the increase in fine particles is due to local 

accumulation/production of PM and how much is due to aerosol transport in the airmass?  

 How much of the reduced ozone observed during episodes is due to lower incoming solar 

radiation from clouds and fog, and how much is due to reduced turbulent mixing of 

ozone-rich air from aloft? 

 Which model inaccuracies contribute most to model-measurement error for ammonium 

nitrate?  

 Can 3D models be used directly to assess PM sensitivity to emission reductions? 

 How does model skill of CMAQ and PMCAMx compare for the two Wisconsin sites? 
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 How does model-measurement skill compare, especially for nitric acid and total nitrate, 

using CMAQ and PMCAMx, at all four sites?   

 

1.4  Structure of this Report 

Section 2 describes the modeling methodology used in this work to run the Weather 

Research Forecasting (WRF) v. 3.1.1 and the Community Multiscale Air Quality Model 

(CMAQ) v4.7.1. Section 3 provides an evaluation of the modeling system performance at 

regional scale, at the two measurement sites in Southeastern Wisconsin, and at the two Georgia 

sites. Special attention is given to the ability to simulate episode vs. non-episode conditions. 

Section 4 uses the CMAQ process analysis tool to look into the relative importance of various 

production and loss pathways for nitrate and nitric acid. Of particular emphasis are the vertical 

profiles of key NOy species, and the relative magnitude of daytime (via OH) and nighttime (via 

N2O5) pathways for nitrate production. Process analysis, in conjunction with measurements of 

upwelling and downwelling radiation, are used to evaluate the potential impact of model errors 

in photolysis. In section 5, the results of a variety of emission modification scenarios are 

presented, with a focus on quantifying the sensitivity of the PM2.5 concentration during episodes 

to changes in inorganic aerosol precursors SO2, NOx, and NH3. Section 6 presents a refined 

conceptual model for wintertime PM2.5 episodes in the upper Midwest, synthesizing the results of 

the Phase I and Phase II reports together with the air-quality management and atmospheric 

science community’s previous knowledge of the episodes. Section 7 summarizes the conclusions 

of the Phase II report.   

A draft phase II report was extensively reviewed by LADCO staff, EPRI staff, and 

LADCO members in late 2011.  Most reviewer comments led to revisions of the main report 

text, but some responses were captured in a separate appendix (Appendix 3.3). 

 

1.5  Glossary of Terms 

 

Adjusted gas ratio:  an alternate measure of ammonia availability defined in Phase I report, 

section 6.2.  Abbreviation adjGR; Units: dimensionless. 

ARA: LADCO subcontractor that developed and deployed the iCAMS in the winter nitrate 

study. 
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Gas ratio:  a measure of ammonia availability discussed briefly in section 4.5, and defined and 

discussed in Phase I report, section 6.2. Abbreviation: GR; Units: dimensionless. 

iCAMS:  Abbreviation for Inorganic Continuous Measurement System, which provided the time-

resolved sulfate, nitrate, ammonium, ammonia, nitric acid, and NOy measurements. 

FDMS TEOM:  See TEOM. 

NOy:  NOx plus all reactive oxidation products of NOx. Units: typically in mixing ratio as ppb. 

TEOM:  Tapered Element Oscillating Microbalance, provides nearly continuous measurement of 

PM2.5 mass. FDMS TEOM was used by Wisconsin DNR (Filter Dynamics Measurement 

System); FDMS TEOM has much better performance with semivolatile aerosols, such as 

nitrate, than the traditional TEOM. 

Total ammonia: NH3(g) + NH4(particulate).  In this work, NH4(p) is PM2.5 ammonium. Typically 

expressed as equivalent mass of NH4(p), and a conversion from measured ppb NH3(g) to 

mass concentration is done (for this work) at atmospheric pressure and 273 K. Units: 

typically µg m-3, but can be expressed on molar basis or as ppb of equivalent NH3(g).   

Total nitrate: HNO3(g) + NO3(particulate).  In this work, NO3(p) is PM2.5 nitrate.  Typically 

expressed as equivalent mass of NO3(p), and (in this work) a conversion from measured 

ppb NH3(g) to mass concentration is done at atmospheric pressure and 273 K.  

Abbreviation: TNO3 or TN.  Units: typically µg m-3, but can be expressed on molar basis 

or as ppb of equivalent HNO3(g).   

Total sulfate: H2SO4(g) + HSO4
-(p) + SO4

2-(p).  In this work, particulate species are limited to 

PM2.5 size cut only.  Typically expressed as equivalent mass of SO4
2-(p). As only 

measurements of SO4
2-(p) are available and under relatively high gas ratios encountered 

H2SO4(g) and HSO4
-(p) are negligible, total sulfate is well approximated as SO4

2-(p).  

Abbreviation: TSO4 or TS.  Units: typically µg m-3, but can be expressed on molar basis. 

WNS:  Winter Nitrate Study, intensive field campaign from Dec 1, 2008, to Mar 31, 2009.
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NOTES 
i Attainment or nonattainment of the Clean Air Act standards is determined by averaging the 98th percentile 
concentrations over a three-year running average.  For monitors with a full complement of 365 daily samples, the 
98th percentile rule means that the eighth highest value in a given year determines attainment.   
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2.0  DATA AND METHODS 

Regional chemical transport simulations were conducted with the Community Multiscale 

Air Quality model (CMAQ) using meteorology simulated with the Weather Research and 

Forecasting model. Modeling was designed to resolve regional-scale phenomena and represent 

typical capabilities of the 2010-2011 state of the science of regional models in forecasting, 

applied research, and regulatory applications. Both WRF and CMAQ simulations employed the 

latest public release versions, with science process model structural and parametric 

configurations suggested by Regional Planning Offices (RPOs), state agencies, and the United 

States Environmental Protection Agency (U.S. EPA) for regional modeling studies. This structure 

was then combined with a compilation of the most current publicly available emissions 

inventories and emissions modeling approaches for the region and time period. 

 

2.1 Domains 

All modeling was conducted on two Lambert Conformal Conic grids consistent with 

LADCO regional modeling protocol: a 36 x 36 km horizontal resolution domain covering 

continental North America, and a nested 12 km x 12 km grid over the Midwestern U.S. (Figure 

2.1.1). Phase II analysis focused on the 12 km regional domain, with the 36 km continental 

domain providing lateral chemical boundary conditions. 

 

 
Figure 2.1.1. Modeling domains: 36 km continental and 12 km regional. 
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2.2 Meteorology 

Meteorological modeling was conducted using version 3.3 of the WRF Advanced 

Research core (ARW), an update to the system described by Skamarock et al. (2008).  

 

Model description.  The WRF configuration used a combination of science modules and 

parametric settings recommended by a multi-state and RPO collaboration for use in analyses 

supporting State Implementation Plan development for compliance with the 2006 PM2.5 

NAAQS and 2008 Ozone NAAQS. Those extensive sensitivity studies simulated 2007 using 

WRF 3.1 (Brown, 2010; additional details in OTC, 2010), and were coordinated by Virginia 

Department of Environmental Quality, with contributions from RPOs in the eastern U.S. 

(MANEVU, LADCO, OTC, SESARM) and states (GA, IA, MD, ME, NC, NH, NY), as well as 

technical assistance from U.S. EPA.  

Both WRF and CMAQ used the 35-level terrain-following hydrostatic Eta vertical grid 

defined in the state/RPO analysis, with a model top at 50 hPa and increased resolution in the 

planetary boundary layer (PBL) and near the tropopause, in order to simulate near-surface 

conditions and stratosphere-troposphere exchange (Figure 2.2.1). The second layer face was 

placed at ~20 meters so that the vertical midpoint of surface grid cells are located at 10 meters 

above ground level and correspond directly to standard anemometer height. 
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Figure 2.2.1. WRF and CMAQ vertical grid definition 
 

Science process settings, listed in Table 2.1.1 and the WRF namelist in Appendix 2.1, 

were all chosen directly from state/RPO recommendations. Treatment of PBL closure was one 

area where states and RPOs employed a range of configurations. Here, we selected the ACM2 

scheme (Pleim, 2007a; 2007b), one of two recommended, in order to simulate PBL dynamics 

consistently in both WRF and CMAQ. The combination of ACM2 with the Pleim-Xiu land 

surface model (Xiu and Pleim, 2001) in WRF was found by Gilliam and Pleim (2010) to exceed 

prior MM5 model performance benchmarks. 

 
Table 2.2.1. WRF 3.3 Science Process Configuration 
Process Selection 
Land surface model Pleim-Xiu 
Radiation  RRTM (shortwave and longwave) 
Microphysics Morrison 6-moment 
Cumulus parameterization Kain-Fritsch 
Boundary layer closure ACM2 
 
 
Meteorological Data.  Meteorology was calculated every 180 seconds and recorded hourly. 

Boundary conditions and meteorological constraint for both WRF domains came every 3 hours 

from the 32 km resolution North American Regional Reanalysis (Mesigner et al., 2006). 
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Meteorological constraint for both domains was accomplished through analysis nudging on 3D 

gridded variables above the surface layer. In the boundary layer, only horizontal winds were 

nudged. In the free troposphere, nudging was employed for horizontal wind vectors, temperature, 

and water vapor mixing ratio, in order to reduce large-scale errors in atmospheric state variables. 

Land cover was taken from 20-category USGS data at 2 minute resolution. This WRF 

configuration is identical to that used by RPOs and in the Wisconsin DNR meteorology 

employed by LADCO in CAMx modeling for the period, with one exception: this study used 

NARR for boundary conditions and analysis nudging, instead of 40 km NCEP Eta/NAM, in 

order to include the additional observational constraint of a 4DVAR reanalysis. 

Snow cover sensitivity.  Meteorology simulated with and without snow variables (snow depth 

and snow cover flag) enabled the WRF-CMAQ system to quantify the importance of snow cover 

on episode intensity, an aspect of the conceptual model for wintertime fine particle events 

hypothesized from WNS Phase I observational analyses. These simulations are referred to as 

“base” and “no snow” meteorology, respectively.  In the “base” simulation, snow depth was 

constant at 0.15 m for Milwaukee and 0.12 m for Mayville throughout the modeling period.  In 

the “no snow” simulation, snow depth was 0 m for both locations.  Hourly snow cover and snow 

depth was not updated from simulated snowfall in either simulation. 

 
2.3 Chemical Transport 
 

Chemistry and transport were simulated using CMAQ 4.7.1 (Foley et al., 2010), an 

update to the system described by Byun and Schere (2006). Science process configuration was 

identical to contemporary U.S. EPA regulatory analyses, including CB05 gas phase chemistry, 

the AERO5 aerosol module with ISORROPIA aerosol thermodynamics, ACM2 PBL closure, and 

mass-conserving advection and diffusion. Aqueous chemistry was treated as in Carlton et al. 

(2008), with secondary organic aerosols (SOA) as in Edney et al. (2007) and a novel treatment 

for heterogeneous N2O5 chemistry (Davis et al., 2008). Meteorology was processed for use in 

CMAQ by MCIP version 3.6. Appendix 2.2 includes CMAQ CCTM build settings and run 

scripts. 

Unique hourly photolysis rates for each day of the year were calculated offline by 

CMAQ’s JPROC utility at 0.1º latitude bins using solar angle and a U.S. Standard Atmosphere 

profile, without considering local modeled atmospheric conditions. An inline photolysis module 
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taking into account modeled hourly ozone, nitrogen dioxide, and aerosol concentrations, new in 

beta release to CMAQ 4.7.1, was found unstable for this application. However, even that novel 

treatment (Binkowski et al., 2007) only takes into account top of the atmosphere photoloysis rates 

from a lookup table, and does not compute full radiative transfer from surface albedo.  Boundary 

conditions for the 12 km regional domain came from the 36 km continental simulation, for which 

clean hemispheric boundary conditions were used. 

Process analysis in CMAQ enabled the assessment of modeled process contributions to 

local hourly concentration changes for each modeled gas and aerosol species. Integrated Process 

Rate (IPR) quantified the net changes due to horizontal and vertical advection and diffusion; 

emissions; net heterogeneous chemical conversion; wet and dry deposition; and cloud 

processing. Integrated Reaction Rate (IRR) recorded hourly concentration tendencies for 30 

chemical reactions contributing to NOy, nitric acid formation and loss, N2O5 heterogeneous 

reactions, and ozone photochemistry (Table 4.1.1). Hourly process analysis results were saved 

for every 12 km horizontal gridcell for layers 1-10, covering the surface to 550 m (Figure 2.2.1). 

 
2.4 Emissions 
 

Emissions were based on the May 2011 version of the LADCO 2007/2008 Base C 

anthropogenic inventory (LADCO, 2010), resolving monthly average emissions and their diurnal 

profiles for each emissions sector. For states in the Upper Midwest, which comprise a large part 

of the 12 km modeling domain, LADCO’s 2007 emissions data were used for EGU point, non-

road, and on-road sources, and 2008 emissions data were used for non-EGU point and area 

sources. For other states in the modeling domain, data representing 2005 conditions were 

provided by other regional planning organizations. 

The 2007/2008 inventories for on-road, off-road, and ammonia, emissions were estimated 

using a range of emission models.  EPA’s new MOVES2010a model was used with national 

default inputs to produce on-road emissions for the country.  EPA’s NMIM2008 model was used 

to produce emissions for most off-road sources.  The emissions for three other off-road 

categories (commercial marine, aircraft, and rail) were developed separately.  Agricultural 

ammonia emissions were based on Carnegie Mellon University’s Ammonia Emission Inventory 

for the Continental United States.  Specifically, the CMU annual emissions for 2002 were first 

grown to reflect 2007 conditions.  A new process-based ammonia emissions model developed for 
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LADCO (Zhang, et al., 2005; Mansell et al., 2005) was then used to develop monthly and hourly 

temporal allocation factors. 

The Upper Midwest 2007/2008 inventory for area and point sources was based on data 

supplied by states.  2007 emissions were supplied for EGU point sources, while 2008 data were 

supplied for area and non-EGU point sources.  (Note, the version of Base C used in this work 

was Base Cv3.  Subsequent to delivering Base Cv3, LADCO found a problem with the area 

source wood-burning emissions – i.e., these emissions were spatially allocated incorrectly with a 

large amount being assigned to populated urban areas.  This excess in EC emissions in urban 

areas explains model overprediction for EC in Milwaukee discussed in Section 3.2.)  Emissions 

for Canada were based on the 2005 Canadian National Pollutant Release Inventory, Version 1.0 

(NPRI).  A subset of the NPRI data (emissions and stack parameters) relevant to air quality 

modeling were reformatted and used in the regional modeling. Canadian area sources were 

allocated from provincial totals to the modeling grid using population as the primary spatial 

surrogate, which leads to artifacts in agricultural and non-road emissions (e.g. ammonia 

emissions are concentrated in populous areas like Toronto, rather than dispersed across 

agricultural areas of western Ontario as shown in Figure 2.3.1). These discrepancies, as well as 

the different inventory development methods and different base year for Canada, lead to large 

area emissions differences and uncertainties for regional modeling of secondary inorganic 

aerosol chemistry and transport over the northern third of the Great Lakes.  

Hourly biogenic emissions from the Model of Emissions of Gases and Aerosols from 

Nature (MEGAN) version 2.04 (Guenther et al., 2004), were processed to both grids from 1 km 

resolution input fields and hourly WRF meteorology, and speciated for CB05 as in Wilkerson 

(2006). 

Daily gridcell-specific point fire emissions were taken from the 1 km x 1 km resolution 

Fire INventory from NCAR (FINN; Wiedinmyer et al., 2011), based on MODIS fire detection 

retrievals. Emissions were processed for CMAQ by estimating hourly rates and vertical plume 

rise using a local fire size and intensity clustering technique (WRAP, 2005) as applied to a prior 

version of this inventory by Tai et al. (2008). Speciated VOC emissions rates for the CB05 

mechanism were allocated from total VOC emissions as in Tai et al. (2008). 

 During January and February, regional NH3 emissions are dominated by urban areas and 

livestock operations in the western half of the region. Agricultural emissions associated with 
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spring fertilizer application pick up across the domain in March (Figure 2.4.1), with the regional 

total increasing by 81% from January (Table 2.4.1). Average emissions of other precursor gases 

(NOx, SO2) and primary aerosols (elemental, organic carbon) show little variation between 

months in the regional inventory (Figure 2.4.1) or the Milwaukee area (Table 2.4.1).  
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  a)              b)            c) 

 

  d)            e)           f) 

 

Figure 2.4.1. Average hourly emissions rates during January, February, and March: NOx (a-c) and NH3 (d-f). 
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It should be noted that except for the day-specific biogenic and fire emissions, the 

regional inventory does not directly reflect the Winter Nitrate Study (i.e., January – March 2009), 

and does not account for estimated changes in activity rates and emissions factors since the 

2007/2008 base period.  For non-EGU point and area sources, the difference between 2008 and 

2009 emissions rates is considered to be small, so the regional inventory is probably reasonable 

for these source sectors.  For EGUs and on-road sources, the difference is significant.  Utilities in 

many parts of the eastern U.S. installed controls in the late 2000s to comply with Phase I of 

EPA’s Clean Air Interstate Rule and, as a result, average SO2 and NOx emissions for EGUs in 

Wisconsin, for example, were 25% and 33% lower, respectively, for January – March 2009 

compared to January – March 2007.  Also, on-road emissions for January – March 2009 were 

about 5% lower compared to January – March 2007 due to federal motor vehicle control 

programs and fleet turnover.  The use of higher SO2 and NOx emissions for these two sectors in 

the inventory will affect model performance (e.g., modeled SO2 concentrations are expected to 

be higher than if actual 2009 emissions were used).   

The changes in emission factors from controls on both stationary and mobile sources is 

likely much larger than the effect of source activity.  Energy use decreased slightly in 2009 

relative to 2007 and 2008, due to changes in weather, economic activity, efficiency standards, 

and other factors.  For example, in Wisconsin, 2007 energy consumption from coal, distillate fuel 

oil, jet fuel, LPG, and residual fuel oil were all lower than 2008.  The sum of ethanol and motor 

gasoline, however, remained constant to within a few percent in Wisconsin from year to year 

(USIEA, 2011).  However, the effect of both components (activity and emission factors) is likely 

to cause greater SOx and NOx concentrations than if actual year 2009 emissions were used.   

In addition to the base case, nine emissions perturbation scenarios were also employed, as 

described in Section 5. 
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Table 2.4.1. Monthly average emissions rates (metric tons/day) for the 12 km domain and 
Milwaukee area. 
 
Species Month Regional Total < 250 km from 

Milwaukee 
< 60 km from 

Milwaukee 
NOx Jan 13,996 1,627 135 
 Feb 14,307 1,700 139 
 Mar 14,371 1,658 142 
     
NH3 Jan 1,953 213 11.73 
 Feb 2,232 228 12.55 
 Mar 3,527 279 13.51 
     
SO2 Jan 17,947 1,303 62 
 Feb 18,453 1,318 62 
 Mar 17,896 1,337 68 
     
EC Jan 307 38 3.75 
 Feb 324 39 3.81 
 Mar 333 36 3.69 
     
OC Jan 1,362 98 5.66 
 Feb 1,454 99 5.32 
 Mar 1,172 87 4.63 

 
 

2.5 Observations 

An extensive suite of local and regional meteorological, trace gas, and aerosol 

observations was used for comparison and evaluation of model results. Meteorological 

observations included monitoring at the Milwaukee and Mayville WNS 2009 sites and nearby 

airports, and the assimilated snow properties from SNODAS, as described in the WNS Phase I 

report. Chemistry and aerosol observations from the two WNS 2009 sites and routine 24-hour 

aerosol observations from the Interagency Monitoring of Protected Visual Environments 

(IMPROVE) and EPA Speciation Trends Network (STN) were used to evaluate local and 

regional chemical transport.  Table 2.5.1 contains coordinates of the various observational sites. 
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Table 2.5.1.  Coordinates and AQS identification numbers of sites 
 
Site Latitude Longitude AQS Site ID 
Milwaukee (DNR 
SER HQRS) 

43.0611N 87.9125 W 55-079-0026 

Mayville 43.4350 N 88.5278W 55-027-0007 
Jefferson St. Atlanta 33.7775N 84.4167 W 13-121-0048 
Yorkville 33.9283N 85.0455W 13-223-0003 
KFLD Airport 43.7709N 88.4884W - 

MKE Airport 42.9420N 87.8973W - 
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3 MODEL PERFORMANCE EVALUATION 

 

3.1 Overview 

 Section 3 contains evaluation of the meteorological model (WRF) and the air quality 

model (CMAQ) against a range of measurements.  Evaluation against local measurements is the 

focus in sections 3.2 (WRF) and sections 3.3-3.5 (CMAQ).  In these sections, evaluation 

focuses on comparison of paired hourly measurements at Milwaukee and Mayville.  Sections 

3.2 and 3.3 show results from application of standardized statistical metrics to paired data.  

Section 3.4 focuses on model skill at reproducing the episodes in the PM2.5 time series.  Section 

3.5 recreates a number of composition-related graphs that were originally in the LADCO Phase I 

report, allowing model skill assessment by comparison of the measured and modeled versions of 

the plots. Many of the figures in section 3.5 use averaging periods such as episodes, all hours, 

non-episodes, etc.  Section 3.6 uses scatterplots of 24-hr averaged model variables, 

measurement variables, and biases to try to identify causes of model prediction error.  Section 

3.7 investigates the model-measurement skill for reproduction of diurnal cycles.  Section 3.8 

characterizes model-measurement skill for PM2.5, O3, and PM2.5 species at IMPROVE, AQS, and 

STN sites throughout the LADCO modeling domain.  Section 3.9 compares the CMAQ 36 km 

model skill versus measurements at the Georgia sites (with additional discussion in Appendix 

3.3).  Section 3.10 summarizes the WDNR/LADCO WRF/CAMx modeling.  Section 3.11 is a 

discussion of that draws and interrelates the preceding sections.  Concluding points are listed in 

section 3.12.   

 Sections 3.2-3.3 and 3.8-3.9 employ widely used statistical metrics for bias, error, and 

correlation coefficient.  These are listed below [Emery et al., 2001].   

 
∑ 				  Mean Bias (MB) 

 
∑ | | 													   Mean Error (ME) 

 
∑ 100% 								   Mean Normalized Bias (NB) 

 

∑ | |
100% 																  Mean Normalized Error (NE) 
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All statistical evaluations in this section are based on comparison of paired hourly values.  

Table 3.1.1 classifies model performance according to model bias by study month.  The 

classification categories for the domain-wide evaluation and for the WNS hourly O3 are excellent 

|FB| <0.15 and FE < 0.35; good |FB| < 0.30 and FE < 0.50; average |FB| < 0.60 and FE < 0.75; 

and problematic |FB| > 0.60 or FE > 0.75 as proposed by Morris et al. [2005]. For the 

comparison to hourly WNS other than O3, measurements, only the fractional bias comparison is 

used.  The rationale for this is that the Morris criteria were published for 24 hr averaged 

concentrations.  The bias metrics do not change with temporal averaging, while temporal 

averaging can significantly decrease fractional error, assuming the underlying error in non-

systematic.  A full table of error, bias, and other metrics accompanies the report as a spreadsheet 

file.    

Key points from Table 3.1.1 are that the CMAQ model has average or good (i.e. no 

problematic ratings) for PM2.5 if episode performance is not included in the evaluation.  The 

problematic ratings are all either for PM2.5 or for nitrate, and many (but not all) are specifically 

during episodes.  All the problematic cases are for negative model bias with the exception of 

March Milwaukee nitrate, which is positively biased.  The best month for performance for 

PM2.5 species is February.  
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Table 3.1.1.  Summary Table 
  Jan Feb Mar 
Evaluation over LADCO domain 
 O3 Average Good Excellent 
 PM2.5 STN Average Good Average 
 PM2.5 IMPROVE Good Good Average 
 SO4 STN Good Excellent Good 
 SO4 IMPROVE Good Good Average 
 NH4 STN Average Good Average 
 NO3 STN Problematic1 Problematic1 Problematic2 
Evaluation at Milwaukee (12 km CMAQ) 
 O3, all hours Average Average Average 
 PM2.5, all hours Average Good Good 
 PM2.5, non-episode hours Average Excellent Good 
 PM2.5, all episode hours Problematic1 Good Excellent 
 NO3, all hours Average Good Average 
 NO3, non-episode hours Average Excellent Problematic3 
 NO3, all episode hours Problematic1 Problematic1 Good 
 NH4, all hours Average Good Average 
Evaluation at Mayville (12 km CMAQ) 
 O3, all hours Good Excellent Good 
 PM2.5, all hours Good Good Average 
 PM2.5, non-episode hours Excellent Good Average 
 PM2.5, all episode hours Average Average Good 
 NO3, all hours Average Excellent Average 
 NO3, non-episode hours Average Excellent Average 
 NO3, all episode hours Average Problematic1 Average 
 NH4, all hours Average Good Average 
Evaluation at Jefferson St. Atlanta (36 km CMAQ) 
 O3, all hours Average Good Average 
 PM2.5, all hours Average Average Good 
 PM2.5, non-episode hours Excellent Good Average 
 PM2.5, all episode hours Good Good Good 
Evaluation at Yorkville (36 km CMAQ) 
 O3, all hours Excellent Excellent Excellent 
 PM2.5, all hours Good Good Good 
 PM2.5, non-episode hours Good Excellent Good 
 PM2.5, all episode hours NA Average NA 
1Problematic due to negative model bias (low CMAQ values) fractional bias < -0.6 
2Problematic due to model fractional error greater than 0.75 
3Problematic due to positive model bias (high CMAQ values) fractional bias > 0.6 
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3.2 Meteorological Evaluation versus Local WNS Measurements 

Based on the conceptual model from phase I [Baek et al., 2010], key meteorological 

variables associated with wintertime PM2.5 episodes are mixing height, temperature, wind 

direction, wind speed, fog, and snow cover/snow melt.  The meteorological evaluation focused 

on these key variables and the results are summarized in Tables 3.2.1 and 3.2.2. Two 

meteorology runs are evaluated. These are the “base” meteorology (includes snowcover) and the 

“no snow” meteorology as described in section 2.2.  Red shading indicates a superior value of 

the statistic in the base meteorology, while blue shading indicates a superior value of the statistic 

in the no snow meteorology. From a meteorological prediction standpoint, there is no clear 

winner between the base and no-snow meteorological inputs. During episodes, the key variables 

of temperature bias and wind speed are better by the base meteorology at both locations. 

However, both meteorological simulations have more error (shown in the table below as RMSE) 

than desired. For the purposes of this study, the snow cover scenario was considered to be more 

appropriate and was, therefore, assumed as the base case. 
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Table 3.2.1  Summary statistics (Milwaukee) for meteorological data input 

 

 
Table 3.2.2.  Summary statistics (Mayville) for meteorological data input 

 

 

 Figure 3.2.1 documents snow cover (bold black line) at the two sites.  Additional 

variables include fog, snow melt, snow sublimation, and episode occurrence.  Figure 3.2.1A is 

for Milwaukee, while 3.2.1B is for Mayville.  None of the data in Figure 3.2.1 are from WRF 

(snow data is from the SNODAS data assimilation system, and fog is from visibility 

measurements).  The SNODAS snow amounts are assimilated observations and are used in this 

work as observations.  The month of January had continuous snow cover, which melted mainly 

during the Feb II episode.  February included periods of snow accumulation and melting.  The 
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last major melt was on March 11 (Julian day 70).  According to SNODAS, the maximum snow 

depth was 26 cm at Milwaukee on January 15, and 29 cm at Mayville on Mar 9.   

 

 
Figure 3.2.1.  Time series showing snow cover, snowmelt, snow sublimation, fog, and episodes 
as a time series for Milwaukee (A) and Mayville (B).  Rain also occurs in this time period but is 
not shown.  All variables are at daily time resolution to match the daily resolution of the 
SNODAS data.  The fog index is calculated from hourly visibility data, and a value at 1.0 of the 
right-hand y axis scale would result from 24 hours of the minimum visibility (i.e. maximum 
visibility is 16.3 km, and minimum visibility is zero).  Only hours with the temperature within 
2.5°C of dew point and wind speed less than 4 m s-1 are considered to have fog in the index 
calculation.   
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 A commonly employed set of performance criteria for meteorological evaluation are 

those by Emery et al. [2001].  Using these criteria in Table 3.2.3, the figures denoted 3.2.2 to 

3.2.5 were created to show the performance criteria on a daily basis, and how it fell into the 

qualitative performance classes.    

 

Table 3.2.3.  Meteorological performance criteria adapted from Emery et al. (2001) 

Parameter (24 hour averages of hourly 
performance statistics) 

Criteria for good model performance 

Wind speed RMSE < 2 m s-1 
Wind speed bias < ±0.5 m s-1 
Wind speed IOA > 0.6 
Wind direction gross error < 30 degrees 
Temperature gross error < 2 °C 
Temperature mean bias < ±0.5 °C 
Temperature IOA > 0.8 
RH IOA > 0.8 
 

 Milwaukee wind speed and wind direction are shown in Figure 3.2.2.  The figure shows 

that wind direction performance is good, while wind speed is biased high, and RMSE and IOA 

statistics are outside of the “good” category during many 24 hour periods.  This is consistent 

with Table 3.2.3 and Figure 3.2.7 (diurnal wind speed pattern).  The wind speed bias is not as 

pronounced during episode conditions. 

 Figure 3.2.3 graphs temperature and RH performance metrics.  While Table 3.2.2 shows 

low bias for temperature (but high error) when averaged over the entire study, the bias for 

individual days (Figure 3.2.3) is frequently outside the “good” range.  Bias for temperature is 

typically positive in January, and negative in March. (Figure 3.2.3 shows all months together).  

Diurnal profiles of temperature (relative to climatological mean) are graphed in Figure 3.2.6. The 

plots of diurnal patterns show that the base meteorology case lacks the observed diurnal pattern 

in temperature.  RH bias is balanced between positive and negative daily biases at Milwaukee, 

while RH bias is generally positive at Mayville.  This is also consistent with Table 3.2.3. 

 There are few site-specific meteorology evaluations for regulatory modeling to support a 

comparison with prior studies. Overall, meteorological performance at the two WNS study sites 

is comparable to the regional aggregate statistics from recent 12 km WRF-ARW simulations in 
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support of 2007/2008 SIP modeling in the Midwest (Brown and Johnson, 2010) and Mid-

Atlantic (Baker et al., 2010) regions using the same configuration. This is encouraging, 

especially since the Milwaukee site, an urban site one 12 km grid cell away from Lake Michigan, 

represents a challenging location to accurately model. Wind speed RMSE for the 2009 WNS 

study is typically below 2.0 m/s and lower than both recent WRF SIP modeling efforts, which 

had wintertime wind speed RMSE in the 2.1-2.3 range. Temperature RMSE is higher than the 

~2.4 K from the OTC study, reflecting the high persistent temperature biases in this study due to 

suppression in temperature variability by overestimated snow cover and, in Milwaukee, the local 

influence of Lake Michigan in the adjacent grid cell. 

   

 

Figure 3.2.2.  Meteorology Performance Metrics [Wind Direction and Wind Speed] for 24 hour 
Periods at Milwaukee.  Colored bars refer to good (green), average (yellow), and needs 
improvement (red) classifications.  
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Figure 3.2.3.  Meteorology Performance Metrics [Temperature and RH] for 24 hour Periods at 
Milwaukee.  Colored bars refer to good (green), average (yellow), and needs improvement (red) 
classifications.  
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Figure 3.2.4.  Meteorology Performance Metrics [Wind Speed and Wind Direction] for 24 hour 
Periods at Mayville.  Colored bars refer to good (green), average (yellow), and needs 
improvement (red) classifications.  
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Figure 3.2.5.  Meteorology Performance Metrics [Temperature and RH] for 24 hour Periods at 
Mayville.  Colored bars refer to good (green), average (yellow), and needs improvement (red) 
classifications. Bias for temperature is typically positive in January, and negative in March (the 
figure shows all months lumped together). 
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Figure 3.2.6.  Diurnal patterns of temperature for Milwaukee (top) and Mayville (bottom).  
Observations are on the left and WRF values are on the right.  The errorbars represent the 
standard deviations. 
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Figure 3.2.7.  Diurnal patterns of wind speed for Milwaukee (top) and Mayville (bottom).  
Observations are on the left and WRF values are on the right. 
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Mayville are 590, 360, and 191 m in January, February, and March, respectively.   

 Since there were no local observations of PBL height or temperature profile, we 

compared modeled PBL height and vertical temperature profiles with twice-daily upper air 

soundings taken by the NOAA National Weather Service at Green Bay, Wisconsin, 180 km north. 
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ACM2 calculated PBL height in WRF.  

The observed mixed layer height calculation was reliably reported for only 21 of 178 

soundings, and is therefore insufficient for statistical evaluation.  Ideally, the modeled PBL 

height would equal the observed mixed layer height (when reported) and would be equal to or 

less than the observed inversion height.  The time series of observations and model (Figure 

3.2.10) shows general agreement.  Some periods with model skill less than average were (a) the 

period at around day 15, where the WRF PBL height was above the measured inversion height; 

(b) at day 38, where the WRF PBL height was below the measured mixed layer depth; (c) at day 

45, where a high observed mixed layer depth was missed by WRF; and (d) for several days 

centered at day 80, where the WRF PBL height was below the observed mixed layer depth.  

However, for nearly every event in which the observed inversion height at Green Bay was less 

than 500 m and therefore represents a strong influence on air quality, WRF simulated an 

inversion of similar strength.     

Boundary layer height in WRF remains strongly suppressed for long periods in mid-

February and mid-to-late March (Figure 3.2.10) due to persistent snow cover. Snow cover during 

these events melted each time in observations but persisted in the model, which caused the 

negative temperature bias in March. Observed inversion heights confirm that these periods of 

limited mixing in March were overestimated in duration, but likely skillful in intensity.  

 Vertical temperature profiles throughout the study and during episodes agree well in the 

free troposphere, although some air quality episodes are marked by a pronounced low 

temperature bias above the overly warm PBL, including the Jan-III episode (Figure 3.2.12). 

Temperatures and lapse rates immediately above the PBL typically agree with observations as a 

result of nudging on NARR, which is only conducted above the NARR simulated inversion. 

Profiles during episodes with less skillful CMAQ simulated PM2.5 in Wisconsin (e.g. January 21, 

March 5-6) are marked by poor performance for vertical temperature profiles at Green Bay 

(Figure 3.2.12), while episodes with skillful PM2.5 performance show good agreement. These 

results highlight the primacy of resolving observed variability in mixed layer height for 

simulating wintertime fine particle events. They also highlight the need to employ nudging or 

assimilation on local surface temperature and wind observations to constrain meteorology within 

the PBL. 
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Figure 3.2.8.  Diurnal patterns of WRF PBL height (base case meteorology) for Milwaukee (top) 
and Mayville (bottom).   
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Figure 3.2.9.  Daily PBL Height for Milwaukee (A), Mayville (B), and for both sites (C).   
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Figure 3.2.10. Hourly simulated PBL height and twice-daily observed mixing height and 
inversion height derived from radiosondes launched at Green Bay, Wisconsin.  WRF PBL 
height (red), observed mixed layer depth (dark blue), and observed inversion layer height (light 
blue).   
 
 Drawing parallels between the analysis for Green Bay and the simulated PBL height at 

Milwaukee is not straightforward.  The mean January PBL height from WRF in Milwaukee was 

1502 m, and Figure 3.2.10 shows that the Green Bay modeled PBL height did not typically reach 

that high.  Similarly, the mean February PBL height from WRF in Milwaukee was 1150 m, and 

the Green Bay mean was much lower.   
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Figure 3.2.11. Observed and simulated temperature profiles (up to 25 km) at Green Bay for four 
episodes: January 11, January 21, February 13, and March 21. 
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Figure 3.2.12. Observed and simulated temperature profiles (up to 2500 m) at Green Bay for four 
episodes: January 11, January 21, March 6, and March 10. 
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3.3 Air Quality Evaluation Versus Local WNS Measurement 

 

Table 3.3.1 summarizes PM2.5 observed and predicted concentrations at the Milwaukee and 

Mayville sites. For PM2.5 prediction, some species and periods have lower error with the base 

meteorology, while other species and periods have lower error with the no snow meteorology.   

 
Table 3.3.1  Summary of observed and modeled concentrations of aerosol species at Milwaukee 
and Mayville.       

 

 
 
Figures 3.3.1-3.3.4 give a more detailed picture of fractional bias at the Milwaukee and Mayville 

sites for aerosol and gas species.  The figures use base meteorology.  In fact, all results in this 

section and in subsequent sections of the report are for the base meteorology unless specifically 

noted as from the no snow meteorology. 

 An important point from Figures 3.3.1-3.3.4 is that bias shifts from negative bias to 

positive (or to negative with lower absolute value) as the study period progresses.  Figure 3.3.1 

(aerosol and total inorganic fractional bias at Milwaukee) shows that the largest fractional biases 

are for total ammonia and organic carbon.  Contrasting 3.3.1a (all hours) and 3.3.1b (episode 

hours only), during episodes, the fractional bias for ammonia and organic carbon become less 

prominent and aerosol nitrate bias becomes more prominent.  Figure 3.3.1c (specific episodes) 
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shows that the January episodes are similar to one another in terms of bias, but then each episode 

has a different profile of biases in February and March. 

 Figure 3.3.2 (gas biases in Milwaukee) shows the NH3(g) bias prominently and 

consistently, and it shows that January is unique with a significant NOx bias (~ -1) at Milwaukee, 

which is consistent during all hours, episodes, and is consistent across all of the January episodes.      
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Figure 3.3.1.  Fractional bias for aerosol and inorganic total species at Milwaukee during (a) all 
hours, (b) episode hours, and (c) specific episodes.  
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Figure 3.3.2.   Fractional bias for gas species at Milwaukee during (a) all hours, (b) episode 
hours, and (c) specific episodes. 
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Figure 3.3.3.  Fractional bias for aerosol and inorganic total species at Mayville during (a) all 
hours, (b) episode hours, and (c) specific episodes.  
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Figure 3.3.4.  Fractional bias for gas species at Mayville during (a) all hours, (b) episode hours, 
and (c) specific episodes. 
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A much more detailed tabulation of concentrations and error statistics can be found in a 

spreadsheet table of performance statistics available electronically with this report.  Due to the 

prominent negative model bias for the Jan III episode (e.g. in Figure 3.3.1) and the thought that 

this may be an exceptionally difficult event to capture in the model, performance statistics were 

calculated with and without the Jan III episode, and both versions are tabulated in the attached 

spreadsheet.  However, the change when excluding Jan III is minor, with the fractional biases 

for PM2.5, TNO3, and TNH4 during January episodes changing by at most 0.05 (from original 

values ranging from -0.39 to -0.96).   

A number of classifications (e.g. excellent, good, average, problematic) based on the 

fractional biases in the attached spreadsheet can be found in the summary Table 3.1.1.  

Additional classifications for Milwaukee are as follows.  OC in Milwaukee is problematic due 

to negative bias (-0.85 for all hours over the 3 months, with a model mean of 1.6 μg m-3 vs. an 

observed value of 3.6 μg m-3).  OC and EC are calculated in all cases without the suspect 

sample of Jan 22, 2009, as discussed in the phase I report.  EC is good/average/problematic 

across the three months, with the problematic case for positive bias in March.  NOy is 

problematic/average/good across the three months, with a pronounced negative fractional bias in 

January (~-1.0).  For Mayville, SO2 performance based on fractional bias is 

excellent/excellent/good across the three months.  Ammonia and OC have “problematic” 

negative bias during all periods.  NOy is classified as average/excellent/average across the 3 

months, while EC is average/good/excellent.   

While a number of tables and figures in this section characterize statistical performance 

for individual episodes, detailed time series can also be instructive.  Figures 3.3.5 to 3.3.13 

graph measured and modeled variables at hourly time resolution for a 7-day period in January 

(Figures 3.3.5-3.3.7), and for 8-day periods in February (Figures 3.3.8-3.3.10) and March 

(Figures 3.3.11-3.3.13).  Variables graphed include PM2.5, NO3, NH4, SO4, NOy, NO2, NO, O3, 

temperature, NH3(g), and TNH3.  Periods of snowmelt, rain, snow, and reduced visibility due to 

haze or fog are shown qualitatively as text annotations underneath the temperature time series.   

The January figures show the highest PM2.5 episode (Jan III) of the study.  The February 

figures include the Feb I and Feb II episodes, which were simulated with good model skill and 
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also analyzed in more detail in section 4 of the report.  The March figures include some 

“Milwaukee only” episodes (Mar II and Mar III) which were simulated with less model skill.   

Measurement time series in Jan (Figure 3.3.5) show very similar features at Milwaukee 

and Mayville.  The days preceding the episode range from 10 to 25 μg m-3; then, concentrations 

build up to a peak of 40-70 μg m-3 and there is a strong correlation with ammonium nitrate and 

total PM2.5.  Peak nitrate concentrations climb to over 30 μg m-3, and 24-hour average nitrate 

concentrations reach 20 μg m-3.  The model has the days preceding the episode at 5 to 10 μg m-3, 

and then PM2.5 rises to only 20-30 μg m-3.  The timing of the buildup and decrease in PM2.5 is 

well simulated, as are the relative fractions of nitrate, ammonium, and sulfate.   

Analyzing the NOy and ozone features during the Jan III episode (Fig. 3.3.6), the scale 

difference for NOy between Milwaukee (300 ppb) and Mayville (80 ppb) needs to be kept in 

mind.  Ozone in the measurements has two daily minima, one at 6 AM, and the other at around 

9 PM.  Both correspond to peaks in NOy.  During January 22nd, NO reaches 50 ppb in 

Milwaukee, and NOy reaches 100 ppb.  At Mayville, NOy reaches 20 ppb.  Ozone decreases 

from net consumption (or transport), reaching a minimum of less than 5 ppb at the episode peak 

in Milwaukee, and about 12 ppb in Mayville.  The modeled ozone and NOy lack the diurnal 

structure of the measurements in the days preceding the episode, but O3 decreases to levels very 

similar to the measured levels at the episode peak.  Modeled NOy in Milwaukee is at about 20 

ppb on the 22nd (vs. ~50 in the measurements).  At Mayville, modeled NOy levels are much 

closer to observed levels.   

 Figure 3.3.7 shows total ammonia (black lines) and gas phase ammonia (blue lines). 

Thick lines are from measurements while thin lines are from CMAQ.  Horizontal dashed green 

lines show the 90th percentile and maximum hourly NH3(g) concentrations for the entire study 

period (1/1/2009 – 3/31/2009).  Therefore, NH3(g) values in between the dotted green lines 

indicate 90th percentile or higher NH3(g).  The key feature from Figure 3.3.7 is that there is an 

appreciable urban NH3 excess during this period, with afternoon increases in NH3(g) at 

Milwaukee that are not seen in the model, or at Mayville.  Except for the peak episode values, 

the Mayville total and gas phase ammonia are moderately well simulated.  At Milwaukee, there 

is significant negative bias.  This period had continuous snowcover, and periods of fog (see “vis” 

markings for periods with airport visibility less than 10 km and RH, dew point, precipitation, and 
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wind speeds consistent with fog or haze as opposed to visibility reduction from precipitation or 

blowing snow).  

The February I and II episodes also show a high degree of correlation between the two 

sites in terms of aerosol measurements.  The episodes have a series of 6 individual PM2.5 peaks 

ranging from 25 to 55 μg m-3.  The 6 peaks are evident at both locations, and are evident in both 

the PM2.5 and nitrate time series. The days of intense fog at Milwaukee were Feb 6 and Feb 9.  

The day when the snow melted (according to SNODAS from 11 cm to zero) was Feb 7.  Fog at 

Mayville (although not as severe as at Milwaukee) peaked on the 6th and 9th also, and snow 

melted completely at Mayville on the 7th.  At the start of the time series, the Milwaukee air 

temperature was -14 C.  Mayville and Milwaukee temperatures were highly correlated, with 

Milwaukee about 4 C warmer than Mayville.  Temperature rose steadily, reached a maxima 

during the early afternoons of the 7th (12 C), 8th (6 C), and 10th (16 C).  

The two episodes are predicted well at Milwaukee, including some of the subdaily PM2.5 

temporal structure of the episode.  Peak modeled concentrations at both locations fall within 

about 10 μg m-3 of measured values, and have too little nitrate.  The model has a false positive 

peak of PM2.5 during the night of the 10th / morning of the 11th.  This occurs at Milwaukee, but 

not Mayville, and is suspected to be caused by biomass burning impact in the model, due to 

correlation of the peak with PM2.5 other, course mode aerosol, CO, VOCs and NOy.   

In Milwaukee, 24 hour averaged NOy is at ~50 ppb for the day leading up to and during 

the Feb I episode (although it peaks at over 200 ppb for a short time, with the increase as NO).  

The Feb II episode has lower NOy concentrations, from 20-50 ppb at Milwaukee.  Except for a 

negative bias on the 4th and 5th, and a failure to reproduce the very high concentration of the 

morning of the 6th, the NOy skill is reasonably good at Milwaukee, as is the NO/NO2 fraction.  

Skill in reproducing the NOy time series at Mayville is excellent, except for too little nitrate. 

Ammonia concentrations peaked at Mayville at 14.7±6.7 ppb during the afternoon of the 

7th, within one hour of the time of peak temperature, and on the day of greatest snow melt; 

(concentration on the graph is in units of µg m-3 for comparability with TNH3).  Measured 

ammonia gas concentrations are high at both locations during this period, with concentrations 

above the 90th percentile on 6 of 8 days at Milwaukee, and 5 of 8 days at Mayville.  Modeled 

ammonia and total ammonia shows negative bias during this period, and many of the temporal 

features of the time series are not simulated well. 
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The Mar II and Mar III episodes were “Milwaukee only” episodes, and PM2.5 reached ~40 

μg m-3 at Milwaukee (Mar II) and 30 μg m-3 (Mar III).  Mayville concentrations hovered around 

20 μg m-3 during this period.  The Mar II episode contained significant ammonium nitrate, 

while the Mar III episode did not.  Gauging regional skill from the Mayville model-

measurement comparison shows that regionally there was a significant positive bias in 

ammonium nitrate of about 12 μg m-3 until about March 17.  CMAQ PM2.5 showed large 

positive bias during this period, and the temporal patterns do not correspond well.  Examining 

NOy and O3 during this period, the Mar II episode (which had a large NO3 contribution) had an 

NOy peak at Milwaukee, while the Mar II episode had a smaller NOy elevation, and with a 

unusually high fraction of NO2.  Peak and average NOy levels at Milwaukee are simulated with 

a relatively high degree of skill, although the temporal pattern is off, with the measured time 

series having large decreases in concentration (to less than 20 ppb) at midday, while the model 

concentration is not dropping to these low levels.  NOy at Mayville is positively biased by 

factors of approximately 2-4.  Throughout this period, ozone concentrations are negatively 

biased, especially at Mayville.   

At Milwaukee, skill for TNH3 and NH3(g) appear good on these time series.  However, 

periods when modeled TNH3 show positive bias are due to overprediction of aerosol ammonium, 

and these correspond to the periods of overprediction for PM2.5 and nitrate.  At Mayville, the 

measured NH3 reaches its study maximum on the evening of the 17th.  This feature is not 

accompanied by remarkable PM2.5 concentrations.  It is also not simulated by the model.  

However, the simulation skill for total ammonia at Mayville is good for this period, except for 

missing the large peak on the 17th.   

For more complete documentation of the model and measurement results, time series for 

the 3 months of the WNS are shown in Figures 3.3.14 - 3.3.17. 
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Figure 3.3.5.  Seven day time series of hourly aerosols from the Wisconsin sites that includes 
the strongest air pollution episode (Jan III episode beginning during the afternoon of Jan 21 and 
ending midday on Jan 23).  Measurements from Milwaukee (A) and Mayville (B) are 
contrasted with simulated concentrations for Milwaukee (C) and Mayville (D).  “Rev” in the 
legend refers to the adjusted iCAMS observed time series (see phase I report for description of 
adjustments, which were slope and offset adjustments to maximize agreement with integrated 24-
hr FRM measurements).     
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Figure 3.3.6.  Seven day time series of hourly ozone and NOy species from the Wisconsin sites 
that includes the strongest air pollution episode (Jan III episode beginning during the afternoon 
of Jan 21 and ending midday on Jan 23).  Measurements from Milwaukee (A) and Mayville (B) 
are contrasted with simulated concentrations for Milwaukee (C) and Mayville (D).   
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Figure 3.3.7.  Modeled and observed temperature (red lines, right hand axis) and ammonia 
(black and blue lines (left hand axis).  Thick lines are observed values, thinner lines are for 
modeled values.  Thick blue line is observed NH3(g) concentration in µg m-3.  Thin blue line is 
simulated NH3(g) concentration in µg m-3.  Thick black line is observed TNH4 concentration in 
µg m-3.  Thin black line is simulated TNH4 concentration in µg m-3.  Dotted horizontal green 
lines are the maximum and 90th percentile observed NH3(g) concentrations for period 1/1/2009-
3/31/2009.  These show that the measured NH3(g) concentrations exceeded the 90th percentile 
concentrations at Milwaukee on the afternoons of the 20th, 21st, and 22nd.  90th percentile 
concentrations were never exceeded at Mayville.  “Vis” marks visibility less than 10 km. The 
snowfall notation indicates that there was precipitation as snow on the 18th.       
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Figure 3.3.8.  Eight day time series of hourly aerosols from the Wisconsin sites that includes the 
Feb I and Feb II episodes.  Measurements from Milwaukee (A) and Mayville (B) are contrasted 
with simulated concentrations for Milwaukee (C) and Mayville (D).  “Rev” in the legend refers 
to the adjusted iCAMS observed time series (see phase I report for description of adjustments, 
which were slope and offset adjustments to maximize agreement with integrated 24-hr FRM 
measurements). 
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Figure 3.3.9.  Eight day time series of hourly ozone and NOy species from the Wisconsin sites 
that includes the Feb I and Feb II episodes.  Measurements from Milwaukee (A) and Mayville 
(B) are contrasted with simulated concentrations for Milwaukee (C) and Mayville (D).   
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Figure 3.3.10.  Modeled and observed temperature (red lines, right hand axis) and ammonia 
(black and blue lines (left hand axis).  Thick lines are observed values, thinner lines are for 
modeled values.  Thick blue line is observed NH3(g) concentration in µg m-3.  Thin blue line is 
simulated NH3(g) concentration in µg m-3.  Thick black line is observed TNH4 concentration in 
µg m-3.  Thin black line is simulated TNH4 concentration in µg m-3.  Dotted horizontal green 
lines are the maximum and 90th percentile observed NH3(g) concentrations for period 1/1/2009-
3/31/2009.  These show that the measured NH3(g) concentrations exceeded the 90th percentile 
concentrations at Milwaukee on 6 of the 8 days.  At Mayville, 90th percentile concentrations 
were exceeded on 5 of 8 days, and a value close to the all study peak was recorded on the 
afternoon of the 7th.  “Vis” marks visibility < 10 km.    
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Figure 3.3.11.  Eight day time series of hourly aerosols from the Wisconsin sites that includes 
the Mar II and Mar III episodes.  Measurements from Milwaukee (A) and Mayville (B) are 
contrasted with simulated concentrations for Milwaukee (C) and Mayville (D).  “Rev” in the 
legend refers to the adjusted iCAMS observed time series (see phase I report for description of 
adjustments, which were slope and offset adjustments to maximize agreement with integrated 24-
hr FRM measurements). 
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Figure 3.3.12.  Eight day time series of hourly ozone and NOy species from the Wisconsin sites 
that includes the Mar II and Mar III episodes.  Measurements from Milwaukee (A) and 
Mayville (B) are contrasted with simulated concentrations for Milwaukee (C) and Mayville (D).  
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Figure 3.3.13.  Modeled and observed temperature (red lines, right hand axis) and ammonia 
(black and green lines (left hand axis).  Thick lines are observed values, thinner lines are for 
modeled values.  Thick green line is observed NH3(g) concentration in µg m-3.  Thin green 
line is simulated NH3(g) concentration in µg m-3.  Thick black line is observed TNH4 
concentration in µg m-3.  Thin black line is simulated TNH4 concentration in µg m-3.  Dotted 
horizontal green lines are the maximum and 90th percentile observed NH3(g) concentrations.  
These show that the measured NH3(g) concentrations exceeded the 90th percentile concentrations 
briefly at Milwaukee on 4 of the 8 days.  At Mayville, 90th percentile concentrations were 
exceeded on 5 of 8 days, and a the study peak concentration was recorded at 8 PM local time on 
the 17th.  “Vis” marks visibility < 10 km.    
 

 For more complete documentation of the study results, the 3 month hourly time series of 

major aerosol and gas species can be found in Figures 3.3.14-3.3.17. 
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Figure 3.3.14.  Model (red line) and observation (blue *) for Milwaukee (a) sulfate, (b) nitrate 
and (c) ammonium. 
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Figure 3.3.15.  Model (red line) and observation (blue *) for Mayville (a) sulfate, (b) nitrate and 
(c) ammonium. 
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Figure 3.3.16.  Model (red line) and observation (blue *) for Milwaukee (a) ozone, (b) NH3(g) 
and (c) NOx.  The maximum NOx value is approximately 350 ppb, and a few specific hours 
have been excluded by setting the maximum at 200 ppb. 
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Figure 3.3.17.  Model (red line) and observation (blue *) for Mayville (a) ozone, (b) NH3(g) and 
(c) SO2.   
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3.4 Graphical Comparisons of Species Specific Concentrations at WNS Sites 
 

 The aerosol composition agreement between model results and observations at Mayville 

and Milwaukee was further assessed by duplicating figures on composition analysis from the 

Phase I report. Three composition analyses were conducted. The first required simultaneous 

measurements of hourly PM2.5, nitrate, ammonium, and sulfate. The second required those plus 

OC and EC, and the third required hourly PM2.5, nitrate, ammonium, sulfate, ammonia and nitric 

acid. Due to gaps in the instrument time series, the number of hours falling into any analysis 

category (e.g. Mayville episodes, analysis #1, vs. Mayville episodes, analysis #2) is different. In 

all of the figures below, darker colors and black outlines are for measurement data, while lighter 

bars with light outlines are for model concentrations.   

 The first figure (Figure 3.4.1) has several notable features. First, during the “all hours” 

periods concentrations and relative contributions are reproduced well at both sites. Second, 

absolute episode concentrations are underpredicted at both sites, and the underprediction is most 

severe at Mayville. The underprediction is caused by simulated ammonium and nitrate fractions 

being too low during episodes.   

 The second figure (Figure 3.4.2) shows that organic PM2.5 is underpredicted on average 

in CMAQ. In the model, negative bias in organic PM2.5 is compensated by relatively large values. 

“Other PM2.5”, which are made up of metals, soil, dust, and all inorganic cations other than NH4. 

A related figure from the phase I report is the OC/EC ratio plot, which is reproduced here with 

the addition of modeled values as Figure 3.4.3. CMAQ has unbiased or positively biased EC 

predictions, coupled with negative bias for OC, leading to systematically low OC/EC ratios (by a 

factor of ~5). 
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Figure 3.4.1.  Aerosol chemical composition analysis, using mean values for all hours with 
available SO4, NH4, NO3, and PM2.5 observations. Top panel shows absolute values, and bottom 
panel fractional composition. “Other” is defined in this plot as PM2.5 minus the sum of SO4, NH4, 
and NO3 (and is likely mostly OM and EC). 
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Figure 3.4.2.  Chemical composition analysis, using mean values for all hours with available 
SO4, NH4, NO3, OC, EC and PM2.5 values. Top panel shows absolute values, and bottom panel 
fractional composition. Mayville all hours, and Mayville non-episode hours have a sum of 
components greater than the PM2.5 measurements. “Other” is defined in this plot as the PM2.5 

mass minus the sum of SO4, NH4, NO3, OCx1.4, and EC. 
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Figure 3.4.3.  OC/EC ratios from observations and model results for Milwaukee and Mayville.   
 

 Figure 3.4.4 shows a third chemical analysis breakdown by site and period, this time 

including nitric acid and ammonia.  The model underpredicts gas phase ammonia during all 

periods. Figure 3.4.5 shows the related gas ratio, an indicator of ammonia availability. Despite 

the low ammonia prediction, the gas ratio prediction is only slightly low (due to offsetting 

negative bias in both sulfate and nitrate) and, furthermore, generally still reflects values >1, 

indicating sensitivity to nitrate reductions.   
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Figure 3.4.4.  Chemical composition analysis including inorganic gases, using mean values for 
all hours with available SO4, NH4, NO3, HNO3, NH3 and PM2.5 values. Top panel has fractional 
composition and bottom panel are absolute values with gas species shown as negative. 
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Figure 3.4.5.  Gas ratio for the two sites during episode and non episode periods. 

 
Another analysis conducted as part of Phase I was the evaluation of enhancement ratios 

relative to PM2.5. This is calculated as Xepisode/Xnon-episode/(PM2.5-episode/PM2.5-non-episode). Values of 

one indicate that a species is enhanced during episodes by the same factor as is PM2.5.    

Comparison of modeled and measured enhancement ratios relative to that of PM2.5 (Table 3.4.1) 

tell a consistent story; the model is understating the nitrate enhancement and overstating OC 

enhancement.  Red differences indicate cases where the model enhancement ratio (relative to 

that of PM2.5) is greater than the same statistic in the measurements by 0.2 or more.  The value 

of 0.2 as a threshold holds no special significance, and is used simply to focus attention on the 

largest few model measurement differences for enhancement. As the difference in modeled and 

measured enhancement ratios relative to PM2.5 increase, they become more likely to be 

significant.  Blue text indicates a difference of the opposite sign with magnitude greater than 0.2. 

In other words, red indicates species that the model enhances more (during episodes) compared 

to observations, and this consistently includes OC, and sometimes EC, SO4, HNO3, TNH3, and 

NH3. Blue indicates species that the model enhances less (during episodes) compared to 

observations.  The only species that is consistently not enhanced sufficiently by the model 

during episodes is aerosol nitrate.   
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Table 3.4.1.  Enhancement Ratios relative to Enhancement Ratio of PM2.5 for key chemical 
compounds 
  SO4 NO3 NH4 OC EC HNO3 NH3 TNO3 TNH3 
Milwaukee only episodes 
(observation) 0.94 1.15 1.11 0.66 0.74 0.18 0.56 0.84 0.70 

Milwaukee only episodes (model) 1.16 0.83 1.00 1.21 0.99 0.44 0.45 0.72 0.89 

Difference (model – observation) 0.22 -0.33 -0.11 0.55 0.25 0.26 -0.10 -0.12 -0.19 

          
Milwaukee during both site episodes 
(observation) 0.96 1.46 1.12 0.51 0.73 0.66 0.44 1.17 0.61 
Milwaukee during both site episodes 
(model) 0.95 1.02 1.05 1.02 0.83 0.74 0.56 0.99 0.96 

Difference (model – observation) -0.01 -0.44 -0.07 0.51 0.09 0.08 0.13 -0.18 0.34 

          
Mayville during both site episodes 
(observations) 0.87 1.22 1.12 0.41 0.57 -0.44 0.17 0.82 0.54 
Mayville during both site episodes 
(model) 1.06 0.97 0.99 1.46 1.36 0.45 0.86 1.00 0.92 

Difference (model – observation) 0.19 -0.25 -0.14 1.04 0.79 0.88 0.69 0.18 0.37 

 
 
 Examining important species or ratios as a function of PM2.5 concentration can yield 

insight about the distinctive features of episodes and whether these are reproduced by the model.  

At Milwaukee (Figure 3.4.6), the range of CMAQ PM2.5 concentrations is correct (~10-50 µg 

m-3), but the measured increase in total nitrate (to 18 µg m-3) and total ammonia (to 8 µg m-3) are 

not replicated (they increase to 12 and 6 µg m-3 in the model, respectively) during periods of 

high measured PM2.5. The gas ratio is between 1 and 3 in both the measurements and only 

between 1 and 2 in the model. In the measurements and the models OC increases are similar to 

NH3(g) increases. The slight drop in gas ratio at Milwaukee is not replicated in the model but this 

is not a statistically significant slope given the variation in gas ratios and the uncertainty in the 

measurements.   

 At Mayville (Figure 3.4.7), the range of PM2.5 values (up to 35 µg m-3) is not simulated 

by the model at the corresponding times of measured PM2.5 episodes.  However the trends in 

ammonia, nitrate, and gas ratio are correct, but the concentration ranges are quite limited relative 

to those sampled. Organic carbon increases similarly to ammonia in measurements, but organic 

carbon has a negative bias at the rural site.  The absolute values of gas ratios are lower in the 

model than in the observations. 
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Figure 3.4.6. Total nitrate, total ammonia, OC, and gas ratio as a function of PM2.5 for various 
averaging periods (each episode is graphed, as are the all hours average and the non-episode 
average) in the Milwaukee dataset. Lines are linear fits.  
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Figure 3.4.7.  Total nitrate, total ammonia, OC, and gas ratio as a function of PM2.5 for various 
averaging periods (each episode is graphed, as are the all hours average and the non-episode 
average) in the Mayville dataset.  
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The relative importance of hourly model errors in the variables total sulfate, total 

ammonia, total nitrate, temperature, and relative humidity were assessed by varying the inputs to 

the ISORROPIA thermodynamic model between measured and modeled variables. Specifically, 

a base RMSE error was calculated by comparing hourly predicted inorganic PM2.5 from 

ISORROPIA (using modeled TNH3, TNO3, TSO4, RH, and T as inputs) with measured total 

inorganic PM2.5.  This base RMSE comes to 6.7 µg m-3 for Milwaukee and 6.6 µg m-3 for 

Mayville.  The importance of each model variable is then assessed by comparing the base 

RMSE to the RMSE calculated in the same manner, but after replacement of an individual 

modeled variable (e.g. temperature) with its measured counterpart.  Variables that show a large 

decrease in the RMSE when replaced with measured values are the variables where improvement 

in model accuracy would have the most impact.   

 
Table 3.4.2.  Errors in inorganic PM2.5 prediction from combinations of 4 model variables and 
one measured variable.  Base case emissions and base case (with snow) meteorology 
 Milwaukee Mayville 
 RMSE PM2.5 (µg m-3) Rank RMSE PM2.5 (µg m-3) Rank
Base case, all input from model 6.66 NA 6.56 NA 
Using measured total sulfate 6.51 3 6.21 3 
Using measured total ammonia 5.06 2 6.06 2 
Using measured total nitrate 4.23 1 3.48 1 
Using measured RH 6.62 5 6.50 4 
Using measured temperature 6.57 4 6.52 5 
 

Although error in temperature in the base case model is fairly large (RMSE values of 6.4 

degrees in Mayville and 5.7 degrees in Milwaukee), replacing modeled temperature with 

measured temperature in the thermodynamic box model leads to negligible improvement. Total 

nitrate is the most influential variable by this test, followed by total ammonia, and then sulfate.   

 
 In summary, the order of importance in variables for nitrate aerosol prediction seems to 

be: TNO3 > TNH3 > TS > RH ~ T.  Although the analysis results are not shown for the “no 

snow” meteorology, the ordering is the same with that meteorology and the base case emissions.   
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3.5 Evaluation versus Hourly PM2.5 Time Series at Mayville and Milwaukee 
 

 Section 3.3 presented results for species-specific model performance metrics such as 

fractional error and fractional bias.  Several detailed time series figures of individual weeks of 

the study were presented to help connect the statistical metrics to some of the individual episodes, 

and to show some of the variation in episodes, and in model skill for episodes.  Section 3.5 also 

analyses model skill, but rather focuses on model skill at forecasting the PM2.5 time series at 

Mayville and Milwaukee, rather than the individual chemical components.  

 Figure 3.5.1 graphs modeled and measured PM2.5 for Milwaukee (a) and Mayville (b).  

Blue lines are from the FDMS TEOM observation time series, and red lines are from the 

modeled time series (base case meteorology). Episodes during January tend to be underpredicted 

at both sites. Episodes in February and early March tend to be predicted well, and episodes in 

late March tend to be overpredicted.   
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Figure 3.5.1  Hourly PM2.5 comparison between model (red) and observations (blue).  Top 
panel (a) is for Milwaukee, and bottom panel (b) is for Mayville. Grey and orange bands indicate 
hours that have been designated as episode hours (from the observations). This model time series 
of from the CMAQ 12-km domain using base emissions and base (with snow) meteorology.  
The episode number is indicated above the episode bands, with J-I being Jan-I, F-I for Feb-I, and 
M-I for Mar-I. 
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 Tables 3.5.1 and 3.5.2 include measured and modeled PM2.5 statistics for each episode.  

The goal of these tables is to establish how well the model can predict the measured episodes.  

The model peak 7-hr concentration, marked with an asterisk (PM2.5*), is calculated by extending 

the possible time window for an episode by +12 and -12 hours.i This is to account for cases 

where episode concentrations might be simulated, but not at the correct time. Using PM2.5* > 25 

µg m-3 as the threshold for a successfully simulated episode, 10 of 13 of the Milwaukee episodes 

are forecasted. The missing three are all in January, with peak modeled 7-hr mean concentrations 

of 22, 15, and 15 µg m-3, respectively. At the Mayville site, 4 of 7 episodes are simulated with 

PM2.5* > 25 µg m-3. The missed episodes (two in January and one in February) have PM2.5* 

values of 22, 14, and 22 µg m-3, respectively.  

 Using 25 µg m-3 as the episode threshold, the number of false positives at Milwaukee is 

two (February 11 and March 10). Using the same threshold, the number of false positives at 

Mayville is four: February 11, February 13, March 4, and March 14.   

 
 
Table 3.5.1.  Table for Milwaukee episodes and model simulation of those periods. Values in 
italics indicate episodes that were not simulated by the model (PM2.5* < 25 µg m-3).   

   Measurements
Milwaukee

Model 
Milwaukee

Episode 
Name Start Date End Date

Peak 7hr 
PM2.5

Avg. PM2.5 
during 
period

Peak 7hr 
PM2.5* 

Avg. PM2.5 
during 
period

JAN-I 7-Jan 7-Jan 36.4 33.6 28.5 23.4
JAN-II 11-Jan 13-Jan 40.1 36.1 22.0 19.4
JAN-III 21-Jan 23-Jan 64.5 50.3 26.5 22.6
JAN-IV 27-Jan 27-Jan 28.1 28.9 15.2 12.8
JAN-V 27-Jan 28-Jan 31.4 31.4 15.3 12.8
FEB-I 5-Feb 7-Feb 47.0 37.6 32.2 23.2
FEB-II 7-Feb 10-Feb 47.5 35.4 36.4 26.9
FEB-III 17-Feb 17-Feb 29.8 30.3 41.2 24.7
FEB-IV 24-Feb 26-Feb 41.9 31.3 41.8 26.7
MAR-I 5-Mar 8-Mar 54.6 33.8 43.9 28.4
MAR-II 14-Mar 16-Mar 47.2 35.5 75.3 50.1
MAR-III 17-Mar 17-Mar 30.8 31.6 75.3 27.0
MAR-IV 21-Mar 22-Mar 30.0 29.4 53.7 50.5
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Table 3.5.2.  Table for Mayville episodes and model simulation of those periods. Values in 
italics indicate episodes that were not simulated by the model (PM2.5* < 25 µg m-3).   

   Measurements 
Mayville

Model 
Mayville

Episode 
Name Start Date End Date

Peak 7hr 
PM2.5

Avg. PM2.5 
during 
period

Peak 7hr 
PM2.5* 

Avg. PM2.5 
during 
period

JAN-I 7-Jan 7-Jan 30.1 29.0 29.7 25.7
JAN-II 11-Jan 13-Jan 36.2 28.7 26.0 19.9
JAN-III 21-Jan 23-Jan 55.0 37.9 22.2 17.7
JAN-IV 27-Jan 27-Jan  
JAN-V 27-Jan 28-Jan 32.3 30.5 14.5 12.3
FEB-I 5-Feb 7-Feb 34.3 30.7 22.9 17.4
FEB-II 7-Feb 10-Feb 40.3 36.9 27.4 23.4
FEB-III 17-Feb 17-Feb  
FEB-IV 24-Feb 26-Feb  
MAR-I 5-Mar 8-Mar  
MAR-II 14-Mar 16-Mar  
MAR-III 17-Mar 17-Mar  
MAR-IV 21-Mar 22-Mar 29.8 29.8 27.3 22.4

 
 While the tables above focus on how the model performed during periods of high 

observed PM2.5, another perspective is to identify periods of high modeled PM2.5 and ask what 

the corresponding measured conditions were. Table 3.5.3 lists all periods where the 7-hr mean of 

the modeled PM2.5 exceeded 20 µg m-3. Allowing for differences in the absolute PM2.5 prediction 

skill, the model skill is fairly good. When the model predicts a high concentration period, one is 

often actually observed. Periods of clear overprediction do not occur until March. The final 20 

days of the study were largely free of snow cover (as shown in Figure 3.2.1), and this period 

corresponds to the period of model overprediction. This is most likely due to the model 

producing overly stagnant conditions (see section 3.2 on March PBL height, Figure 3.2.9 for 

model PBL height and Figures 3.6.12 and 3.6.13 for modeled PBL height versus PM2.5 and EC 

bias).  
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Table 3.5.3.  List of all modeled periods of elevated PM2.5 (7 hour running average > 20 µg m-3) 
under the base case emissions and base (with snow) meteorology. 
 
 Milwaukee Mayville  
Dates Peak 7 

hour 
average 

Duration 
(hours) 

Peak 7 
hour 
average 

Duration 
(hours) 

Notes 

Jan 4 22.8  ~ 10 23.5  ~ 9 Measured values increase during this time too 
Jan 6-8 28.5 ~ 19 29.7 ~ 27 Jan I episode 
Jan 11   20.3 ~ 4 Measured values at Mayville increase during this time 

too 
Jan 12 22.0 ~ 19 26.0 ~ 15 Jan II episode 
Jan 22-23 26.5 ~39 22.2 ~14 Jan III episode 
Jan 29   20.2 ~5 Jan IV episode 
Feb 6-7 32.2 ~24 22.9 ~10 Feb I episode 
Feb 7-10 36.4 ~60 27.4 ~45 Feb II episode 
Feb 10-11 45.5 ~18   Some elevated PM at Milwaukee (to 25) but not nearly 

as strong as in model 
Night of 
Feb 11 and 
early AM 
of Feb 12 

23.9 ~8 25.8 ~11 Measured PM slightly elevated, but 1 hr values peaking 
at 20 and 14 at Mil and May sites, respectively 

Feb 13 & 
14 

  29.5 ~26 False positive at Mayville.  Actual 1 hour peak is at 14 
µg m-3 

Feb 17-18 41.2 ~33 22.7 ~20 Feb III episode (Milwaukee only).  Model gets relative 
intensity at the two sites correctly 

Feb 24-26 41.8 ~56 36.7 ~50 Feb IV episode. 
Mar 4-8 43.9 ~96 35.7 ~50 Mar I episode.  Actual 7 hour avg at Mayville peaked 

at 23 µg m-3 so this was not classified as an episode at 
Mayville. 

Mar 9 21.0 ~7   Measurement malfunction for TEOM at Milwaukee – so 
corresponding observations not known 

Mar 10 34.0 ~25  20.7 ~5 Though technically a false positive, this was actually a 
fairly skilled model prediction.  The measurement 7-hr 
mean peaked at 28.7 in Milwaukee and fell just below 
the episode threshold because the elevated concentration 
did not last long enough.  At Mayville, concentrations 
never exceeded 14 and rarely exceeded 10, so this is an 
false positive prediction for Mayville.  

Mar 13-17 75.4 ~99 46.6 ~85 Mar II episode (Milwaukee only).  Severity 
overpredicted by model, and false positive for Mayville 
where the actual 7 hr mean never exceeded 22 

Mar 17-19 35.2 ~37 20.1 ~4 Mar III episode, combining some false positive aspects 
(on the 18th, measured concentrations drop sharply but 
the model remains elevated).  Skill is better on the 17th.  
Correlation with measurements at Mayville is OK, but 
PM2.5 in model is biased high significantly.  

Mar 21-22 53.7 ~53 27.3 ~29 Mar IV episode.  Measured episode at both locations.  
Intensity overpredicted at Milwaukee. 

Mar 24-27 45.5 ~78   Clear false positive at Milwaukee.  Actual 7 hour mean 
peaks at 25. 

Mar 31 24.7 ~12   Clear false positive during the early morning hours of 
the 31st.  Actual 7 hour mean peaks at 14. 
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3.6 Scatterplots of 24-hr Average Concentrations and Errors   
 

In the following section, a number of comparison plots are made to explore variability in 

model skill from month to month, and to explore which species are better correlated with overall 

PM2.5 forecast skill. All plots are for the base meteorology case. 

 

Milwaukee site.  Plots are grouped by their general pattern (overprediction, underprediction, 

etc.).  The groupings are based on the appearance of the figure, and not on specific statistical 

criteria.  The first series of plots is for data in Milwaukee where there is overprediction in all 

months. On the left are comparisons of 24-hr average concentrations (excluding days with less 

than 12 hours of valid measurement data). On the right are comparisons of the peak 7 hr moving 

average for each 24-hr period.i  This is designed to show cases where the model might correctly 

reproduce peak concentrations, but miss the timing of the peak and/or the daily average 

concentration. 

The species with the most consistent positive model bias (i.e. overprediction) at 

Milwaukee are EC and sulfate. As Figure 3.6.1 shows, the overprediction increases from January 

to March.  One possible explanation for this is that the probable positive bias in boundary layer 

height associated with the base WRF run compensates for high emissions of EC, resulting in 

good predictions for January. Then as boundary layer height decreases (on average), the model 

bias increases.  

Figure 3.6.1.  24 hour averaged Milwaukee EC concentrations from observations (abscissa) and 
model (ordinate).  7 hr averages are not available since the EC measurement was based on 24-
hr integrated samples. 
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For sulfate at Milwaukee, the results predictions are largely unbiased, but with a large 

degree of scatter. Peak sulfate concentrations in the model have much more variability than in the 

measurements as can be seen from the comparison of the left and right graph in Figure 3.6.2. 

 
Figure 3.6.2.  Milwaukee sulfate concentrations from observations (abscissa) and model 
(ordinate). Left: 24-hr average concentrations; Right: Daily peaks of 7-hr average concentrations.   
 

The next series of figures is for species with negative model bias in January and February, 

but positive model bias in March. These include PM2.5, NH4, NO3, TNO3 and are shown in 

Figures 3.6.3 – 3.6.6, respectively.  

 
Figure 3.6.3.  Milwaukee PM2.5 concentrations from observations (abscissa) and model 
(ordinate). Left: 24-hr average concentrations; Right: Daily peaks of 7-hr average concentrations.   
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Figure 3.6.4.  Milwaukee aerosol nitrate concentrations from observations (abscissa) and model 
(ordinate). Left: 24-hr average concentrations; Right: Daily peaks of 7-hr average concentrations.   
 

 
Figure 3.6.5.  Milwaukee aerosol ammonium concentrations from observations (abscissa) and 
model (ordinate). Left: 24-hr average concentrations; Right: Daily peaks of 7-hr average 
concentrations.   
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Figure 3.6.6.  Milwaukee total nitrate concentrations from observations (abscissa) and model 
(ordinate). Left: 24-hr average concentrations; Right: Daily peaks of 7-hr average concentrations.   
 

The last series of plots are for species with negative bias in January and February, but 

with different patterns of model-measurement error in March. This includes total ammonia 

(Figure 3.6.7) and NO (Figure 3.6.8). Higher net ammonia fluxes via increased emissions or 

reduced deposition in January and February would seem to help relieve this bias, and this idea is 

further explored in section 3.10.   

 
Figure 3.6.7.  Milwaukee TNH4 concentrations from observations (abscissa) and model 
(ordinate). Left: 24-hr average concentrations; Right: Daily peaks of 7-hr average concentrations.   
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Figure 3.6.8.  Milwaukee NO concentrations from observations (abscissa) and model (ordinate). 
Left: 24-hr average concentrations; Right: Daily peaks of 7-hr average concentrations.   
 
Gas phase ammonia is unlike the other species; it is underpredicted in all months.   

 
Figure 3.6.9.  Milwaukee NH3(g) concentrations from observations (abscissa) and model 
(ordinate). Left: 24-hr average concentrations; Right: Daily peaks of 7-hr average concentrations.   
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speed in the model is less than 3 m/s.  Figures 3.6.12 and 3.6.13 show plots of PM2.5 and EC 

bias versus modeled PBL height. As expected, the relationship between EC bias and PBL height 

is much stronger than the relationship between PM2.5 bias and PBL height because of the other 

causes for PM2.5 bias. The EC bias vs. PBL height appears to be invariant by month.  The plot is 

heavily influenced by two outlier data points from March.       

PM2.5 bias vs. SO4 bias (not shown) is qualitatively similar, but with more scatter and less 

correlation. NO3 and NH4 aerosol bias (not shown) are highly correlated with PM2.5 bias, since 

these are important components of the aerosol. The bias in TNO3 and TNH4 (not shown) are 

correlated with PM2.5 bias, but with a considerable amount of scatter. The degree of 

underprediction of NH3 is not strongly correlated with PM2.5 bias. In March, some periods where 

daily modeled NH3(g) approaches measured concentrations have strong positive PM2.5 bias.  

Other possible causative factors to model error are the “Other” component of CMAQ 

PM2.5. While we do not have measurements of these variables to create a bias vs. bias plot, 

predicted values vs. the model biases are plotted. Figure 3.6.10 shows the PM2.5 “Other” 

category in CMAQ showing up to 17 µg m-3 of other PM2.5 during periods of overprediction in 

March.   

 
Figure 3.6.10.  PM2.5 bias (24 hr averaged) versus modeled Other PM2.5. Bias is defined as 
model – measured concentrations.  
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Figure 3.6.11.  PM2.5 bias (24 hr averaged) versus bias in wind speed. Please note that modeled 
10 m wind speeds are being compared with surface observations.  

 

  
Figure 3.6.12.  PM2.5 bias (24 hr averaged) versus modeled PBL height.  
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Figure 3.6.13.  EC bias (24 hr averaged) versus modeled PBL height.  
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Mayville site.   

There are no species in Mayville that exhibit positive model bias (i.e. overprediction) at 

Mayville in all months. Species with negative model bias in January, but positive model bias in 

March are common at Mayville (as they were at Milwaukee).  This includes PM2.5, NH4, NO3, 

TNO3.  At Milwaukee, SO4 was largely unbiased, but at Mayville it is negative in January and 

somewhat positive in March.   

 
Figure 3.6.14.  Mayville SO4 concentrations from observations (abscissa) and model (ordinate). 
Left: 24-hr average concentrations; Right: Daily peaks of 7-hr average concentrations.   
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Figure 3.6.15.  Mayville PM2.5 concentrations from observations (abscissa) and model 
(ordinate). Left: 24-hr average concentrations; Right: Daily peaks of 7-hr average concentrations.   

 
Figure 3.6.16.  Mayville aerosol NO3 concentrations from observations (abscissa) and model 
(ordinate). Left: 24-hr average concentrations; Right: Daily peaks of 7-hr average concentrations.   
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Figure 3.6.17.  Mayville aerosol NH4 concentrations from observations (abscissa) and model 
(ordinate). Left: 24-hr average concentrations; Right: Daily peaks of 7-hr average concentrations.   

 
 

 
Figure 3.6.18.  Mayville TNO3 concentrations from observations (abscissa) and model 
(ordinate). Left: 24-hr average concentrations; Right: Daily peaks of 7-hr average concentrations.   
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closest to being unbiased, with a fractional bias of -0.14 and a mean bias of -0.67 µg m-3.   
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Figure 3.6.19.  Mayville TNH4 concentrations from observations (abscissa) and model 
(ordinate). Left: 24-hr average concentrations; Right: Daily peaks of 7-hr average concentrations.   
 

 
Figure 3.6.20.  Mayville NH3(g) concentrations from observations (abscissa) and model 
(ordinate). Left: 24-hr average concentrations; Right: Daily peaks of 7-hr average concentrations.   
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The conclusion that can be drawn from this is that either EC is not sensitive to PBL height in 

Mayville, or that the problems with PBL height at Milwaukee are less severe at Mayville. This is 

also somewhat evident in the PBL predicted value versus PM2.5 bias figure (Figure 3.6.22). The 

relationship is similar to that in Milwaukee, but the low PBL height is not quite as strong a 

predictor of high PM2.5 bias as it is in Milwaukee.   

 

 
Figure 3.6.21.  24 hour averaged Mayville EC concentrations from observations (abscissa) and 
model (ordinate).   
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Figure 3.6.22.  PM2.5 bias (24 hr averaged) versus modeled PBL height.  Bias is defined as 
model – measured concentrations.  
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3.7  Diurnal cycles  
 
In this section we first compare the average diurnal patterns for episodes versus non-episodes of 

total PM2.5, aerosol nitrate and aerosol sulfate as calculated from the measurements at Milwaukee 

and Mayville to the model results from the base case with snow. We then contrast the diurnal 

patterns for weekday versus weekend.  

 

Comparison of modeled diurnal cycles with observed diurnal cycles (Surface layer): Episodes 
versus non-episodes 
 

Observations                                                             Model results 

 

 

Figure 3.7.1.  Averaged diurnal cycle for total PM2.5. Top:  Milwaukee; Bottom: Mayville; 
Left: Observations; Right: Model results; Three different data collectives are shown: The 
green line represents the average including all data during the measurement period; The blue 
line is the average based on data that only includes the episode hours at the respective site; 
The black line is the average based on data that excludes the episode hours at the respective 
site. Also shown are the corresponding standard deviations. 
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concentration is about 3 times as high as the concentration during non-episodes. The comparison 

with the model results reiterates the finding discussed earlier in this report, i.e. the model 

represents the observations well during non-episodes but underpredicts the concentrations during 

episodes. This underprediction is more pronounced in the results for Mayville.  

 

 Observations                                                              Model results 

 

 

Figure 3.7.2.  Averaged diurnal cycle for aerosol nitrate. Top:  Milwaukee; Bottom: 
Mayville; Left: Observations; Right: Model results; Three different data collectives are 
shown: The green line represents the average including all data during the measurement 
period; The blue line is the average based on data that only includes the episode hours at the 
respective site; The black line is the average based on data that excludes the episode hours at 
the respective site. Also shown are the corresponding standard deviations. 
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about 2 μg m-3 at Mayville. Since the SO2 concentrations on the other hand tend to be slightly 

overpredicted (Figure 3.7.4, all study fractional bias of 0.3 for Mayville, and mean bias of 1.1 

ppb), this discrepancy may indicate an underestimation of OH, which is needed to produce 

sulfuric acid. The model results of NH3 show underprediction of about half of observation value 

(Figure 3.7.5).  The diurnal pattern of all data for NOx is replicated well in the simulations, but 

the model fails to simulate the pattern during the episode (Figure 3.7.6). 

 

 
Observations                                                               Model results 

 

Figure 3.7.3.  Averaged diurnal cycle for aerosol sulfate. Top:  Milwaukee; Bottom: 
Mayville; Left: Observations; Right: Model results; Three different data collectives are 
shown: The green line represents the average including all data during the measurement 
period; The blue line is the average based on data that only includes the episode hours at the 
respective site; The black line is the average based on data that excludes the episode hours at 
the respective site. Also shown are the corresponding standard deviations. 
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Observations                                                               Model results 

                                  

 

Figure 3.7.4.  Averaged diurnal cycle for SO2. Top:  Milwaukee; Bottom: Mayville; Left: 
Observations; Right: Model results; Three different data collectives are shown: The green 
line represents the average including all data during the measurement period; The blue line is 
the average based on data that only includes the episode hours at the respective site; The 
black line is the average based on data that excludes the episode hours at the respective site. 
Also shown are the corresponding standard deviations. There is not observation diurnal 
concentration data at Milwaukee. 
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Observations                                                               Model results 

 

Figure 3.7.5.  Averaged diurnal cycle for NH3. Top:  Milwaukee; Bottom: Mayville; Left: 
Observations; Right: Model results; Three different data collectives are shown: The green 
line represents the average including all data during the measurement period; The blue line is 
the average based on data that only includes the episode hours at the respective site; The 
black line is the average based on data that excludes the episode hours at the respective site. 
Also shown are the corresponding standard deviations. 
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Observations                                                               Model results 

 

Figure 3.7.6.  Averaged diurnal cycle for NOx. Top:  Milwaukee; Bottom: Mayville; Left: 
Observations; Right: Model results; Three different data collectives are shown: The green 
line represents the average including all data during the measurement period; The blue line is 
the average based on data that only includes the episode hours at the respective site; The 
black line is the average based on data that excludes the episode hours at the respective site. 
Also shown are the corresponding standard deviations. 
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An interesting question is if day-of-week differences are important for nitrate production in the 

Wisconsin data set. On weekends anthropogenic activities are different to weekday activities, 

which typically results in lower emissions of NOx (e.g. Qin et al., 2004) with potential 

consequences for ozone production and secondary aerosol production. We had investigated this 

question for the first project report and reached the conclusion that the observations in 

Milwaukee and (to a lesser extent) Mayville showed a weekend effect for the gas phase species 

but not for the secondary inorganic aerosol species. The lack of a weekend effect in the observed 

ammonium nitrate was explained in the Phase I report by the observation that ammonium nitrate 

seems insensitive to local NOx emissions, and is perhaps sensitive to NH3 concentrations (which 

did not exhibit a weekend-weekday effect).  The Phase I report explanation remains consistent 

with the additional analysis and modeling of Phase II.    

Figure 3.7.7 shows the diurnal averages for NO2, O3 and aerosol nitrate for Milwaukee 

with observations on the left and model results on the right. The average NO2 concentration 

reached about 23 ppb during morning rush hour on weekdays, while during weekends this value 

decreased to 14 ppb. The model simulations do not capture the weekend–weekday differences in 

the diurnal pattern of NO2, which is not surprising given that the emissions lacked weekend-

specific emissions rates due to an error in attempting to add them to the script for Alpine 

Geophysics undocumented CAMx to IOAPI preprocessing software using the SMOKE 

mdy2wkdy program. Emissions were not QC’d for weekday-weekend differences before use. 

The weekday-weekend NOx differences also show in the diurnal pattern of ozone (Figure 3.7.4, 

middle). In the observations the ozone concentrations were higher during the morning hours (23 

ppb ozone at 6AM on weekends versus 14 ppb on weekdays), while the model results do not 

show a weekday-weekend difference. In contrast, for the diurnal pattern of aerosol nitrate, this is 

inconsequential since the observations do not exhibit a weekday-weekend difference as shown in 

Figure 3.7.4 (bottom).  
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  Observations                                                               Model results 

 

 

 

Figure 3.7.7.  Averaged diurnal cycles for Milwaukee. Top: NO2; Middle: O3; Bottom: 
Aerosol nitrate; Left: Observations; Right: Model results. Three different data collectives are 
shown: The green line represents the average including all data during the measurement 
period; The blue line is the average based on data that only includes the weekend hours at the 
respective site; The black line is the average based on data that includes only the weekday 
hours at the respective site. Also shown are the corresponding standard deviations. 

 
 
 
 

0 3 6 9 12 15 18 21 24
0

5

10

15

20

25

30

35

local time in hours

N
O

2
 in

 p
pb

 

weekends Mil

all data

weekdays Mil

0 3 6 9 12 15 18 21 24
0

5

10

15

20

25

30

35

40

45

local time in hours

N
O

2
 in

 p
pb

 

 weekends Mil
all data
weekdays Mil

0 3 6 9 12 15 18 21 24
0

5

10

15

20

25

30

35

40

45

50

local time in hours

O
3
 in

 p
p

b

 

 

weekends Mil

all data

weekdays Mil

0 3 6 9 12 15 18 21 24
0

5

10

15

20

25

30

35

40

45

50

local time in hours

O
3 in

 p
pb

 

 

weekends Mil
all data
weekdays Mil

0 3 6 9 12 15 18 21 24
0

2

4

6

8

10

12

14

16

18

20

local time in hours

N
O

3
 in

 
g

/m
3

 

 

weekends Mil

all data

weekdays Mil

0 3 6 9 12 15 18 21 24
0

2

4

6

8

10

12

14

16

18

20

local time in hours

N
O

3
 in

 
g

/m
3

 

 

weekends Mil
all data
weekdays Mil



LADCO Winter Nitrate Study – Phase II Report –May 2012 – Univ. of Iowa & Univ. of Illinois 3-80

 
3.8 Statistical Analysis of Model Performance versus Regional AQS, STN, and IMPROVE 

Measurements. 

 

 CMAQ simulations of ozone, total PM2.5 and inorganic PM2.5 species within the 12 km 

domain are compared with measurements at EPA Air Quality System (AQS), Interagency 

Monitoring of Protected Visual Environments (IMPROVE) and Speciation Trends Network 

(STN) sites. The statistics in this section are based on paired comparison of 24 hour 

measurements and 24 hour data.  

 Classification of excellent |FB| <0.15 and FE < 0.35; good |FB| < 0.30 and FE < 0.50; 

average |FB| < 0.60 and FE < 0.75; and problematic |FB| > 0.60 or FE > 0.75 is used as proposed 

by Morris et al. (2005).   

Hourly simulated and measured ozone were compared. Simulated ozone is biased high 

for all months.  

 
Table 3.8.1.  Performance analyses of simulated ozone in the 12km domain. 

 

  NO. 
CMAQ 
(ppb) 

OBS 
(ppb) 

MB 
(ppb)

ME 
(ppb) NB NE FB(%)  FE(%)  R

Base    Jan  2792  32.6  23.2 9.4 12.1 1.74 1.83 39  50  0.29
case  Feb  2366  35.8  30.9 4.9 9.6 0.93 1.07 18  34  0.35

  Mar  3584  36.6  34.8 1.8 9.8 0.75 0.95 8  33  0.39

 
Total PM2.5 is underpredicted in January and then has slight positive bias in February and 

March.  

 
Table 3.8.2.  Performance analyses of simulated PM2.5 in the 12km domain at STN sites. 

    No.  CMAQ  OBS MB ME NB NE FB(%)  FE(%)  R

Base    Jan  548  11.97  12.87 ‐0.90 6.49 0.06 0.53 ‐13  52  0.30
case  Feb  384  15.05  12.71 2.34 6.77 0.72 0.99 11  47  0.37

  Mar  453  19.79  10.73 9.06 10.58 1.02 1.18 39  60  0.57
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Table 3.8.3.  Performance analyses of simulated PM2.5 in the 12km domain at IMPROVE sites 

    No.  CMAQ  OBS MB ME NB NE FB(%)  FE(%) R

Base   
Jan  311  6.49  6.64 ‐0.15 2.96 0.15 0.53 ‐4  46 0.52

case  Feb  253  8.45  6.96 1.50 2.95 0.34 0.53 15  38 0.62

  Mar  289  11.00  7.31 3.69 5.14 0.62 0.81 28  52 0.57

 

Sulfate is generally biased low at STN sites, but biased high at the IMPROVE sites. 

Ammonium is biased low in January, unbiased in February, and biased high in March at STN 

sites.  No evaluation against IMPROVE ammonium and nitrate was done because IMPROVE 

measured ammonium and nitrate concentrations were very low during the period in question 

(<0.01 µg m-3).   

 

Table 3.8.4.  Performance analyses of simulated sulfate in the 12km domain at STN sites 

    No.  CMAQ  OBS MB ME NB NE FB(%)  FE(%)  R

Base    Jan  550  1.77  2.34 ‐0.57 0.96 ‐0.16 0.37 ‐27  42  0.38
case  Feb  383  2.32  2.48 ‐0.16 0.83 0.40 0.72 ‐9  31  0.35

  Mar  448  2.75  2.24 0.51 1.26 0.32 0.67 1  45  0.49

 
 
Table 3.8.5. Performance analyses of simulated sulfate in the 12km domain at IMPROVE sites 

    No.  CMAQ  OBS MB ME NB NE FB(%)  FE(%)  R

Base    Jan  297  1.85  1.53 0.32 0.71 0.49 0.69 19  45  0.55
case  Feb  245  2.63  1.86 0.77 1.11 0.62 0.75 29  46  0.48

  Mar  285  3.26  1.96 1.30 1.58 0.85 0.97 38  53  0.52

 
 
Table 3.8.6.  Performance analyses of simulated ammonium in the 12km domain at STN sites 

  MONTH  No. CMAQ  OBS MB ME NB NE FB  FE  R

Base   
Jan  550 1.54  1.81

‐
0.27 0.93 0.09 0.61 ‐19  57  0.36

case  Feb  382 1.85  1.79 0.06 0.81 0.20 0.55 ‐2  46  0.51

  Mar  447 2.57  1.37 1.20 1.42 1.02 1.21 39  65  0.65
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Nitrate.  At STN sites, nitrate is underestimated in January and February, but overestimated in 

March  

 
Table 3.8.7. Performance analyses of simulated nitrate in the 12km domain at STN sites.  

    No.  CMAQ  OBS MB ME NB NE FB(%)  FE(%)  R

Base    Jan  550  2.51  3.49 ‐0.98 2.11 ‐0.09 0.74 ‐52  86  0.47
case  Feb  383  2.45  3.14 ‐0.69 1.89 0.39 1.07 ‐34  76  0.46

  Mar  449  4.14  2.27 1.87 2.53 1.22 1.57 24  81  0.66

 

 
Daily performance analysis in 12km domain 

Figure 3.8.1 graphs nitrate daily performance within the entire 12-km domain (and within 

Wisconsin and in the 12 km domain except Wisconsin). Parameters graphed include normalized 

bias (NB), normalized error (NE), and correlation coefficient R.  Errors correspond to the left 

hand axis, while the correlation coefficient R corresponds to the right axis. The NB and NE 

indicate how well concentrations are reproduced within the domain, while the parameter R 

quantifies how well the spatial pattern of concentration differences is reproduced by the model. 

Episodes are indicated by grey bands.   

Air quality episodes were not specifically related with a degradation in CMAQ nitrate 

performance. Negative biases (regionally) occurred both during and between episodes in January 

and February. Within the Wisconsin sites, of the 11 times with 24-hr negative PM2.5 bias (base 

case), 9 of these were during air quality episode periods. Note that there are four or less 

observation sites for STN in Wisconsin, while there are 10 to 80 pairs available in the 12-km 

domain.   
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(a)	

 
(b)	

 
(c)	

 
 
Figure 3.8.1. Daily performance of nitrate simulations in a) the 12 km domain, b) Wisconsin, and 
c) 12 km domain except Wisconsin. NB: normalized bias, NE: normalized error, R: correlation 
coefficient. 
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3.9  Evaluation of 36 km Model Result vs. SEARCH measurements 

 The 36 km CMAQ model results were extracted at the grid cell for Jefferson St. and the 

grid cell for Yorkville.  Some key performance statistics are listed in Table 3.9.1 (Jefferson St.) 

and Table 3.9.2 (Yorkville) together with the comparison statistics from the urban and rural 

Wisconsin sites (evaluated against 12 km model data).  Results are presented graphically for 

fractional bias in Figures 3.9.1 to 3.9.4.  Model skill (in terms of R and IOA) for ozone are 

better in the Georgia cells.  Fractional bias for OC model skill is also better in Georgia than in 

the Wisconsin sites.  Gas phase ammonia is negatively biased in the Georgia sites in 

approximately the same magnitude as in the Wisconsin sites.  Nitrate exhibits positive bias at 

the Georgia sites, but it a relatively minor contributor to episodes.  Additional discussion of 

model performance in Georgia can be found in Appendix 3.3. 

Table 3.9.1.  Comparison between Georgia and Wisconsin Sites (Urban Locations).  Entries 
where the difference in a statistic is more than 0.2 have the superior metric in black and the 
inferior metric in red. 
Species Statistic 12 km WI  36 km GA 
PM2.5 Observed mean 17.2 12.1 
 Model mean 15.9 16.5 
 Mean fractional bias -0.12 0.32 
 Mean fractional error 0.46 0.44 
 R 0.58 0.53 
 IOA 0.75 0.66 
O3 Observed mean 22.1 21.7 
 Model mean 25.5 24.6 
 Mean fractional bias 0.09 0.18 
 Mean fractional error 0.61 0.60 
 R 0.22 0.61 
 IOA 0.54 0.78 
OC Observed mean 3.6 4.1 
 Model mean 1.6 3.3 
 Mean fractional bias -0.85 -0.11 
 Mean fractional error 0.89 0.49 
 R 0.36 0.50 
 IOA 0.53 0.65 
TNO3 Observed mean 5.57 2.13 
 Model mean 4.71 3.52 
 Mean fractional bias -0.10 0.38 
 Mean fractional error 0.71 0.66 
 R 0.43 0.40 
 IOA 0.64 0.50 
TNH3 Observed mean 4.29 3.64 
 Model mean 2.26 2.14 
 Mean fractional bias -0.72 -0.61 
 Mean fractional error 0.77 0.77 
 R 0.49 0.16 
 IOA 0.59 0.39 
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Considering episode performance, the most apparent feature in Georgia episodes is increase 

negative fractional bias for organic carbon and overall negative bias for the organic carbon 

measured during the episodes. 

 
Table 3.9.2.  Comparison between Georgia and Wisconsin Sites (Rural Locations).  Entries 
where the difference in a statistic is more than 0.2 have the superior metric in black and the 
inferior metric in red. 
Species Statistic 12 km WI  36 km GA 
PM2.5 Observed mean 11.7 11.7 
 Model mean 12.4 10.5 
 Mean fractional bias 0.12 -0.16 
 Mean fractional error 0.54 0.46 
 R 0.54 0.45 
 IOA 0.72 0.66 
O3 Observed mean 30.7 34.4 
 Model mean 29.3 33.3 
 Mean fractional bias -0.07 -0.04 
 Mean fractional error 0.28 0.25 
 R 0.20 0.69 
 IOA 0.53 0.83 
OC Observed mean 0.80 2.43 
 Model mean 3.20 1.45 
 Mean fractional bias -1.15 -0.45 
 Mean fractional error 1.16 0.67 
 R 0.03 0.37 
 IOA 0.41 0.54 
TNO3 Observed mean 4.78 1.81 
 Model mean 5.01 3.45 
 Mean fractional bias -0.04 0.49 
 Mean fractional error 0.63 0.75 
 R 0.55 0.53 
 IOA 0.73 0.56 
TNH3 Observed mean 3.98 3.11 
 Model mean 2.88 1.24 
 Mean fractional bias -0.31 -0.76 
 Mean fractional error 0.47 0.86 
 R 0.59 0.18 
 IOA 0.70 0.35 
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Figure 3.9.1.  Fractional bias for aerosol species during (a) all hours and (b) episodes at the 
Jefferson St. (Atlanta site) using the 36 km CMAQ simulation.  Compare to figures in section 
3.3. 
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Figure 3.9.2.  Fractional bias for gas species during (a) all hours and (b) episodes at the 
Jefferson St. (Atlanta site) using the 36 km CMAQ simulation.  Compare to figures in section 
3.3. 
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Figure 3.9.3.  Fractional bias for aerosol species during (a) all hours and (b) episodes at the 
Yorkville, GA site using the 36 km CMAQ simulation.  Compare to figures in section 3.3. 
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Figure 3.9.4.  Fractional bias for gas species during (a) all hours and (b) episodes at the 
Yorkville, GA site using the 36 km CMAQ simulation.  Compare to figures in section 3.3. 
 
3.10  WDNR/LADCO 12 km WRF/CAMx Simulation 
 

Wisconsin DNR and LADCO ran WRF and CAMx v5.2 on a 36 km National RPO grid, 

and a 12 km Midwest domain and provided results to the University of Iowa in the form of 

concentration maps, time series, and scatterplots (see Appendix 3.2).  As mentioned in Section 

2.2, the Wisconsin DNR WRF configuration was identical except for a different analysis for 

meteorological boundary conditions and nudging (Eta/NAM vs. NARR).  The LADCO time 

series for PM2.5 at Milwaukee shows a much stronger diurnal profile in PM2.5 than seen in the 

base CMAQ run or the measurements, and shows a positive bias in PM2.5.  While the variation 

in performance from month to month does not change as much as it does in the CMAQ base run, 

‐2

‐1.5

‐1

‐0.5

0

0.5

1

1.5

2

All hours, all 3
months

JAN, all hours FEB, all hours MAR, all hours

Fr
ac
ti
o
n
al
 B
ia
s

O3

HNO3

NH3

NOY

NOx

NO

NO2

SO2

(a)

‐2

‐1.5

‐1

‐0.5

0

0.5

1

1.5

2

Epi hours, all 3
months

JAN, Epi hours FEB, Epi hours MAR, Epi hours

Fr
ac
ti
o
n
al
 B
ia
s

O3

HNO3

NH3

NOY

NOx

NO

NO2

SO2

(b)



LADCO Winter Nitrate Study – Phase II Report –May 2012 – Univ. of Iowa & Univ. of Illinois 3-90

there is a trend toward greater positive bias (or less negative bias) in March relative to January.  

This is the same trend in bias seen in the CMAQ runs.  The CAMx simulation seems to achieve 

the 24 hour observed mean nitrate concentrations for both sites, unlike the CMAQ simulation 

which (in January and March) did not achieve the observed peak nitrate concentrations. 

Adopting the LADCO summary method of “overprediction”, “underprediction” and 

“good agreement” based on visual inspection of scatterplots, the following comparison can be 

developed (Table 3.10.1).  Both models have about the same number of “good” ratings.  

Underprediction is more common than overprediction in the CMAQ implementation, and the 

opposite is true in the CAMx implementation.  The influence of boundary layer height (and 

other aspects of ventilation of local emissions) can be inferred from Table 3.10.1.  For 

Milwaukee, many species are good or underpredicted in January and February in Milwaukee in 

CMAQ, but are overpredicted in CAMx.  The changes are smaller at Mayville, except for OC 

and EC, which are likely due to differences in Base Cv3 and Base Cv7 area source OC and EC 

emissions factors for woodburning stoves.   

 

Table 3.10.1  Comparison of CMAQ and CAMx Model Runs.  “O” is overprediction, “G” is 
good agreement, and “U” is underprediction. 

 Milwaukee Mayville Domain wide 
 J F M J F M J F M 

PM2.5          
  CMAQ U G O G G G G G O 
  CAMx G O O G G G G O O 
Sulfate          
  CMAQ U G O U G G U G G 
  CAMx G O O G G G O O O 
Nitrate          
  CMAQ U U O U G O U O O 
  CAMx G O G G O O G O O 
OC          
  CMAQ U U U U U U not evaluated 
  CAMx G O O U G U U U U 
EC          
  CMAQ G O O U G G not evaluated 
  CAMx O O O O O O O O O 

 

 
3.11  Discussion 

 A key discussion question relevant to the LADCO WNS is how the problematic aspects 

of the meteorology simulation (a) influence the results regarding emission sensitivity, (b) can be 
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minimized in future research, and (c) influence model skill for potential forecasting of episodes. 

Information to answer (a) (influence of meteorology on emissions sensitivity) is limited 

to the University of Iowa sensitivity runs and the LADCO sensitivity runs and the box model 

results in which model meteorology was replaced with observed local meteorology. These two 

lines of evidence suggest that the calculated emissions sensitivities are consistent for this study 

period, and their magnitudes relatively insensitive to model meteorological biases. A quantitative 

comparison of the PM2.5 reduction in the CAMx and CMAQ sensitivity runs has not been 

completed.  Only semi-quantitative comparison of maps of emission reduction has been 

completed.  Certainty in the representativeness of these conclusions would be strengthened by 

more quantitative intercomparison, and by evaluating the effects of these emissions sensitivity 

scenarios for a range of winters, to assess inter-annual variability.   

 Minimizing meteorological errors in future studies can be achieved through more 

comprehensive resolution of atmospheric processes and stronger observational constraint. The 

modeling system employed did not include the effects of aerosols and trace gases on radiative 

transfer, clouds, or precipitation, nor the effects of surface albedo on photolysis rates. All of these 

would improve the fundamental ability to represent atmospheric dynamics. The use of a higher-

resolution reanalysis for nudging above the boundary layer would help, too. However, improved 

performance in retrospective simulation is more likely to come from further observational 

constraint on boundary layer meteorology and surface snow cover, which this study did not 

employ. Chief among these are frequent updating using vertically resolved observations of 

temperature, humidity, and winds; ceilometer estimates for PBL height; and frequent updates of 

local snow depth and soil moisture from local observations or assimilated analyses at high spatial 

resolution. Furthermore, constraining results through 4D variational data assimilation rather than 

nudging would allow for constraint on the evolution of the atmosphere. It would also provide 

greater meaningful influence of observations on model state, which in nudging is set arbitrarily 

for the entire modeling period. 

 Accurate prediction of vertical transport and inversion-related trapping of pollutants is 

critical for the WNS simulations (i.e. PBL height, vertical dispersion, wind speed, and vertical 

temperature profile), both from a standpoint of buildup of local pollutants (particularly important 

in Milwaukee), and for transport of reactive nitrogen species and ozone (subsequent sections of 

the report document that nitric acid is primarily formed aloft and then transported downward).  
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If, in future emissions modeling, more emission factors and activity levels are modeled including 

day- and hour-specific meteorology effects (e.g. motor vehicle emissions factors and activity 

levels, space heating activity, process-based NH3 models with meteorological drivers), then the 

sensitivity of forecast skill to meteorology may increase. Subsequent sections also show that 

accurate radiation fields for photolysis calculation may be important to forecasting and 

retrospective simulations.   

 The third discussion theme is the quantification of relative impacts on model skill. Given 

that episode prediction skill is lacking in some ways (e.g. negative fractional bias for PM2.5 and 

nitrate in several months and in both locations; gas ratio biased low in the model; some false 

positive and false negative episode predictions, etc.), what do the results and analysis tell us in 

terms of root causes and possible improvements?  Based on the observations and modeling of 

the WNS, we have developed a ranking of model aspects where future performance 

improvements would lead to improved PM2.5 model skill. The process analysis (section 4) and 

conceptual model (section 6) portions of the report discuss some of these areas in more detail, 

including discussion of root causes and specific modeling practices that might lead to such 

improvements.   

Items subjected to the semi-quantitative analysis of impact on PM2.5 skill are listed in 

Table 3.11.1.  The numerical values are developed by simple scaling approaches as discussed in 

the endnotes.  They should be thought of as improvements in mean error that might result from 

bringing the model skill to perfect agreement with the observations.  The estimates should be 

used for identifying relative magnitudes of influence on model skill, and the estimates apply only 

to the specific CMAQ base case run in question.    
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Table 3.11.1.  List of aspects for model skill  

Symptom of 
episode model skill 
limitations 

Evidence and/or cross 
reference to figures 
and text in this section 

Approximate sensitivity of study-
wide mean PM2.5 to this model 
aspect 

Approximate sensitivity of 
episode mean PM2.5 to this 
model aspect 

  Milwaukee Mayville Milwaukee Mayville 
Boundary layer 
meteorology 

Section 3.2 documents 
the modeled PBL 
height and compares to 
measurements.  
Section 3.6 associates 
wind speed and PBL 
height with PM2.5 bias. 

6 µg m-3 (ii) 0.7-1.1 
µg m-3 (iii)  

6-12  
µg m-3 (iv) 

1.3-4  
µg m-3 (v) 

Insufficient organic 
aerosol 
concentrationsvi 

Fig. 3.3.1, 3.3.3 
Concentrations and 
OC/EC ratios in 
section 3.5 

~1.8 µg m-3 as 
OC 
~2.5-4 µg m-3 
as PM2.5 

2.4 µg m-3  as 
OC, ~3 to 5 µg 
m-3 as PM2.5 

~3 µg m-3 as 
OC 
~5-8 µg m-3 
as PM2.5 

~3 µg m-3  
as OC, ~5-7 
µg m-3  as 
PM2.5 

Nitrate 
concentrations and 
associated NOy 
emissions, 
chemistry, 
transport, and 
depositionvii 

Figures 3.3.1, 3.3.3, 
3.3.5, 3.3.8, 3.3.11, 
section 3.5, Table 3.5.1 
of enhancement ratios, 
Table 3.5.2 with 
thermodynamic 
analysis 

2.9 µg m-3  as 
NO3 and 4 µg 
m-3  as 
ammonium 
nitrate 

1.5 µg m-3  as 
NO3 and 2.0 µg 
m-3  as 
ammonium 
nitrate 

7 µg m-3  as 
NO3 and 9 µg 
m-3 as 
ammonium 
nitrate 

6 µg m-3 as 
NO3 and 8  
µg m-3 as 
ammonium 
nitrate 

Insufficient sulfate 
concentrations 
during some 
periodsviii 

Figure 3.3.1, 3.3.3 
Section 3.6 
Sulfate diurnal pattern 
in section 3.7 

remaining error 
after PBL 
impact is 0.5 µg 
m-3   SO4(p), 
or 0.7 µg m-3  
as ammonium 
sulfate  

remaining error 
after PBL 
impact is 1.1 
µg m-3 
SO4(p),or 1.6 
µg m-3 as 
ammonium 
sulfate 

1.1 µg m-3 
SO4(p), or 
1.6 µg m-3 as 
ammonium 
sulfate 

3 µg m-3 
SO4(p),or 5 
µg m-3 as 
ammonium 
sulfate 

Negative bias for 
total ammonia, 
biased gas ratio, 
and/or high 
fractional error for 
total ammonia  

Figures 3.1.1-3.1.13 
Figure 3.5.4, 3.5.5 
Section 3.5 

0.8 µg m-3 
NO3(p) 
or 
1.1 µg m-3 
PM2.5 as 
ammonium 
nitrateix 

0.9 µg m-3 
NO3(p) or 1.1 
µg m-3 as 
ammonium 
nitratex 

1.5 µg m-3 
NO3(p) 
or 
2.0 µg m-3 
PM2.5 as 
ammonium 
nitrate 

1.6 µg m-3 
NO3(p) or 2.0 
µg m-3 as 
ammonium 
nitrate 

 

Therefore, an estimated ordering for Milwaukee of the influence of model skill elements 

on PM2.5 prediction (for reduction in both bias and error) during all-hours periods is: 

1. Boundary layer meteorology (6 µg m-3 impact)  

2. Nitrate chemistry, emissions, deposition, and/or horizontal transport (4 µg m-3 

impact) 

3. Organic aerosol chemistry, emissions, deposition, and/or horizontal transport (2.5-

4 µg m-3 impact)  

4. Total ammonia net flux and horizontal transport influence on ammonium nitrate 
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(1.1 µg m-3 impact) 

5. Sulfate chemistry, emissions, deposition, and horizontal transport (0.7 µg m-3 

impact)   

And an estimate ordering for Mayville of the influence of model skill elements on PM2.5 

prediction (for reduction in both bias and error) during all-hours periods: 

1. Organic aerosol chemistry, emissions, deposition, and/or horizontal transport (3-5  

µg m-3 impact) 

2. Nitrate chemistry, emissions, deposition, and/or horizontal transport (2.0 µg m-3 

impact) 

3. Sulfate chemistry, emissions, deposition, and horizontal transport (1.6 µg m-3 

impact)   

4. Total ammonia net flux and horizontal transport influence on ammonium nitrate 

(1.1 µg m-3 impact) 

5. Boundary layer meteorology (0.7-1.1 µg m-3 impact)  

An estimated ordering for Milwaukee of the influence of model skill elements on PM2.5 

prediction (for reduction in both bias and error) during episodes is the same as that for the all- 

hours periods.  This list is developed using an average of enrichment factors between the “both 

sites” (more regional) and “Milwaukee only” episodes.  If the Milwaukee only episodes were 

not considered, nitrate, ammonia and sulfate take on greater importance, and boundary layer 

meteorology and organic aerosols become less important. 

1. Boundary layer meteorology (6-12 µg m-3 impact)  

2. Nitrate chemistry, emissions, deposition, and/or horizontal transport (9 µg m-3 

impact) 

3. Organic aerosol chemistry, emissions, deposition, and/or horizontal transport (5-8 

µg m-3 impact)  

4. Total ammonia net flux and horizontal transport influence on ammonium nitrate 

(2.0 µg m-3 impact) 

5. Sulfate chemistry, emissions, deposition, and horizontal transport (1.6 µg m-3 

impact)   

And an estimate ordering for Mayville of the influence of model skill elements on PM2.5 

prediction (for reduction in both bias and error) during episode periods changes, with the 
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ordering of nitrate taking over the first position from organics (this is due to the much higher 

enrichment of nitrate in the measurements than OC).  Also, the enhancement ratio for total 

ammonia is relatively low, and it falls in ranking to a tie with PBL height and ventilation.   

1. Nitrate chemistry, emissions, deposition, and/or horizontal transport (8 µg m-3 

impact) 

2. Organic aerosol chemistry, emissions, deposition, and/or horizontal transport (5-7 

µg m-3 impact) 

2. Sulfate chemistry, emissions, deposition, and horizontal transport (5 µg m-3 

impact)   

3. Total ammonia net flux and horizontal transport influence on ammonium nitrate 

(2.0 µg m-3 impact) 

3. Boundary layer meteorology (1.3-4 µg m-3 impact)  

 

Some issues of model skill raised in the section 3 are not specifically listed in Table 

3.11.1 because they are either included already as part of existing entries in the table, or they are 

felt to have only minor impacts on model skill for PM2.5.  For example, the model temperature 

error is presented in section 3.2.  However, it is analyzed as a cause of errors in thermodynamic 

partitioning in section 3.5 and found to be insignificant compared to total nitrate and total 

ammonia concentrations.  Temperature skill as an indicator of correct vertical transport of mass 

and energy in the meteorological model is important, but that aspect of temperature is covered by 

the ventilation/PBL entry in Table 3.11.1.  Another aspect discussed but not thought to be a 

critical aspect is the lack of model skill in certain features in the Milwaukee ozone and NO2 

diurnal patterns (Figures 3.7.4).  The morning increase in NO and NO2, the morning decrease in 

O3, and the weekend/weekday effect for NO, NO2, and O3 were not reproduced in our simulation.  

However, these do not seem to influence the aerosol NO3 diurnal pattern and are not considered 

further.  Bias and error in NOy and O3 were also not included in Table 3.11.1, but should rather 

be considered as part of the nitrate chemistry and emissions heading.   

Comparing the CMAQ and CAMx model runs, it seems that the boundary layer 

meteorology aspects are less severe in the CAMx model run.  The OC underprediction remains, 

but is not as severe as in the CMAQ implementation.  Overprediction in EC, PM2.5, OC and 

sulfate at Milwaukee and the pronounced diurnal pattern in modeled PM2.5 in the CAMx run (see 
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section 3.7) may indicate too low of boundary layer heights during periods of local PM 

accumulation at Milwaukee.  If this was changed (higher average PBL height at Milwaukee and 

less diurnal variation), then additional OC, nitrate formation, and sulfate formation might be 

needed in the CAMx implementation, qualitatively similar to the entries from Table 3.11.1. 

 

3.12  Conclusions 

Meteorological model performance was evaluated using hourly measurements from the LADCO 

WNS sites. CMAQ air quality model concentrations were evaluated using regional AQS, STN, 

and IMPROVE monitors, and in detail against hourly measurements at the LADCO WNS sites.  

The 36 km CMAQ simulation was evaluated versus the Georgia SEARCH measurements, and 

the CMAQ and CAMx model simulations were compared. 

 The base (with snow) and no snow meteorology cases both have acceptable bias statistics 

when averaged across the study period but unacceptably large error statistics. Simulations 

can be characterized by fairly good prediction skill for non-episode periods, and by variable 

skill for particular simulation hours and simulation days.   

 For some statistics, the base meteorology is superior, while for others the no snow 

meteorology is better. There is no clearly superior meteorology in terms of simulating PM2.5 

episodes. For the purposes of this study, the snow cover scenario was considered to be more 

appropriate and was, therefore, assumed as the base case. 

 The all-hours periods (grand average concentrations) have absolute concentrations and 

relative contributions reproduced well when using base meteorology.  Episodes were (on 

average) predicted with negative bias (i.e. underprediction). Key species not simulated as 

well as others during episodes included OC (negative bias), nitrate (negative bias), and 

ammonia (negative bias). Missing PM2.5 is compensated for by substantial predictions of 

other PM2.5 in CMAQ. The ammonium and nitrate fractions were too low during episodes.   

 Using only classification of bias according to Morris et al. (2005) and averaging across the 

whole study, model skill for PM2.5 are classified as “good” during Milwaukee episodes, and 

“average” (due to low bias) during Mayville episodes. For nitrate, the classifications are 

“average” and “problematic” at Milwaukee and Mayville, respectively. Individual months 

varied and included problematic months for PM2.5 episode prediction.  
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 Evaluating gas species by bias during all episodes, performance for Milwaukee was 

classified as problematic for NH3, average for TNO3, TNH3, NO3, OC and EC, and good or 

excellent for other species. Mean bias was negative for all species except EC.  Several of 

these species had weaker performance when evaluated based on fractional error or when 

evaluated on a monthly basis.   

 Evaluating model performance within the 12 km simulation domain (and evaluating using 

fractional error and fractional bias categories), performance was average to excellent for O3, 

average to good for PM2.5, average to good for SO4 and NH4, and problematic for NO3.  In 

all cases at the regional level, error places the simulations in lower qualitative skill categories 

than does bias.     

 When evaluating if the observed episodes were simulated by CMAQ (with simulated defined 

as CMAQ producing a 7-hour average PM2.5 concentration of 25 µg m-3 during the episode, 

or within 12 hours before or after the observed episode), 10 of 13 of the Milwaukee episodes 

were simulated successfully. At the Mayville site, 4 of 7 episodes were simulated by this 

metric. The missed episodes were all in January and February. If CMAQ and WRF had been 

used for episode forecasting, several false positive episodes would have been forecasted. 

 Allowing for differences in the absolute PM2.5 prediction skill, the model skill was fairly 

good. When the model predicted a high concentration period, one was often actually 

observed. Periods of clear overprediction did not occur until March. The final 20 days of the 

study were largely free of snow cover, and this period corresponds to the period of model 

overprediction. This was most likely due to the model producing overly stagnant conditions. 

 CMAQ showed unbiased or positively biased EC predictions, coupled with negative bias for 

OC, leading to systematically low OC/EC ratios. 

 Comparison of modeled and measured enhancement ratios relative to that of PM2.5 tell a 

consistent story, that the model is understating the nitrate enhancement and overstating OC 

enhancement.   

 The model showed very different performance characteristics in each month.  This seems to 

be because of a shift toward lower boundary layer heights in March due to persistent snow 

cover in the base case meteorology.  As a result, model performance goes from 

underestimation for many species in January to overestimation in March.   
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 Evaluation of modeled and measured PBL height shows reasonably good skill for mixed 

layer height at Green Bay, WI.  Temperature profiles in the boundary layer suffer from 

similar biases as the surface temperature in the base case meteorology (positive bias in 

January and negative bias in March).   

 It is difficult to separate the influence of ventilation of local emissions on the model to that of 

chemical formation.  A preliminary calculation suggests that PBL height is quite important 

at Milwaukee, but less so at Mayville.     

 Continuous measurements of EC, CO, and CO2 would be useful tracers of local emissions 

and should be included in future studies, as should measurement of boundary layer height.   

 The analysis of averaged diurnal cycles confirms the above-mentioned findings that the 

model performs well during non-episodes, but underpredicts PM2.5 during episodes. The lack 

of the model to replicate the diurnal cycle of aerosol sulfate with a maximum during the 

midday may point to an underprediction of OH. A weekday-weekend effect which is apparent 

in the observations in NO2 and O3 is not replicated in the model since the model emissions do 

not distinguish between weekend and weekday. 

 Detailed time series show many interesting features, including short lived peaks in NO, 

interesting structure in NH3(g) time series that corresponds possibly to temperature and other 

meteorological variables, and periods of rapid nitrate concentration increase.   

 The CMAQ and CAMx simulations shared many qualitative features.  The CAMx 

simulation had more pronounced diurnal patterns in PM2.5, and more instances of 

overprediction than the CMAQ run.  Many of these are thought to stem from the different 

meteorology used.   

 Evaluation of 36 km CMAQ results versus Georgia SEARCH measurements showed fairly 

good model performance, with some negative bias during episodes, particularly for ammonia 

and OC. 

 An ordering of model areas with influence on PM2.5 prediction skill are as follows: 

o Milwaukee (all hours and episodes):  boundary layer meteorology > nitrate/NOy 

chemistry, emissions, deposition and transport > organic aerosols > ammonia > 

sulfate 

o Mayville (all hours): organic aerosols > nitrate/NOy chemistry, emissions, deposition 

and transport > sulfate > ammonia > boundary layer meteorology 
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o Mayville (episode hours): nitrate/NOy chemistry, emissions, deposition and transport 

> organic aerosols ~ sulfate > ammonia ~ boundary layer meteorology 
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i The 7 hour average concentrations used in sections 3.3 and 3.5 are calculated as follows.  Given an 
hourly time series, a time series of the same length is generated by applying a rolling average with a 
window length of 7 hours.  The 7 hour average for any given hour is computed by averaging the hour in 
question together with the 3 preceding and 3 following hours.  For the model 7-hr PM2.5* statistic, the 
maximum 7-hr average is taken from a time window starting 12 hours before the recorded episode start 
hour (see phase I report, appendix 1) and extending to 12 hours after the recorded end time of the episode. 

ii The influence of PBL model bias on PM2.5 concentrations (all study hours) at Milwaukee is calculated 
from a visual inspection of the slope of the PM2.5 bias vs. PBL height (Figure 3.6.13), which is 
approximately 18 μg m-3 per 500 m for PBL height less than 500 m, and 2.5 μg m-3 per 500 m for PBL 
height greater than 500 meters.  We assume that PBL heights below 500 m (which represent 
approximately 50% of model days) are adjusted by 250 m in an alternate model with no PBL height bias, 
and furthermore we assume the PBL heights above 500 m (which represent about 50% of model days) are 
adjusted by 500 m in an alternate model with no PBL height bias.  Under these assumptions, the 
weighted average of the influence of PBL height is 250 x 18/500 x 0.5 + 500 x 2.5/500 x 0.5 = 5.75 μg m-

3.  This is also consistent with Table 3.3.1 where non-episode PM2.5 changes by ~6 μg m-3 on average 
from a change in the meteorology from the base to no-snow case, and the distinguishing feature of the no 
snow case is a strong diurnal temperature and PBL variation.  The study-wide mean PM2.5 error is 7.4 μg 
m-3 for reference.  We assume that the adjustment in PM2.5 error (rounding 5.75 to 6 μg m-3) would 
apportion to the PM2.5 species according to their mass fractions.  Using the study average model PM2.5 

speciation (24/12/14/10 nitrate/ammonium/sulfate/OC) the impacts are 1.4, 0.7, 0.8, and 0.6 μg m-3, 
respectively on nitrate, ammonium, sulfate, and OC. 
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iii The influence of PBL model bias on PM2.5 concentrations at Mayville (all study hours) is calculated 
similarly to that of Milwaukee (see note ii).  The PM2.5 bias vs. PBL height relationship (Figure 3.6.22) is 
much weaker for Mayville.  The slope is approximately 2 μg m-3 per 500 m for PBL height below 500 m, 
and there is approximately 0 slope for higher model PBL.  Assuming a fraction of days below 500 m as 
67%, the influence of PBL height changes is estimated at 250 x 2.5/500 x 0.67 + 500 x 0/500 x 0.33 = 
0.67 μg m-3.  This estimate is also consistent with table 3.3.1 where non-episode PM2.5 changes by ~1.1 
μg m-3 in the no snow met case.  We assume that the adjustment in PM2.5 error would apportion to the 
PM2.5 species according to their mass fractions.  Using the study average model PM2.5 speciation 
(36/17/18/7 nitrate/ammonium/sulfate/OC) the impacts are 0.25, 0.12, 0.13, and 0.05 μg m-3, respectively 
on nitrate, ammonium, sulfate, and OC. 

iv The influence of PBL model bias on PM2.5 concentrations (episode hours) at Milwaukee is calculated 
using the all study hours PBL influence (note ii) times the EC episode enrichment factor for Milwaukee 
(2.01).  EC is chosen because it is a locally emitted primary pollutant, and locally emitted primary 
pollutants are those that will be most influenced by PBL height during episodes. 

v The influence of PBL model bias on PM2.5 concentrations (episode hours) at Mayville is calculated in 
two different ways.  The first is to repeat the calculation done for Milwaukee episodes (note iv).  This 
method uses the enhancement ratio of a relatively conservative species such as black carbon, which is 
1.91 for Mayville.  Multiplying this by the all study hour PBL impact (note iii) gives 1.91 x 0.7 = 1.3 μg 
m-3 where 0.7 μg m-3 was the PBL/ventilation estimate for all study hours.  A 2nd estimate comes from 
the absolute difference in the episode mean concentrations from the base and no snow meteorology, 
which averages to 4.2 μg m-3.  These two values are assumed to be low and high estimates of the impact 
of PBL height on modeled episodes at Mayville.   

vi The impact of improved organic aerosols representation (emissions, formation, atmospheric 
transformation, regional transport, deposition, etc.) is estimated by taking the mean OC error and 
subtracting off the anticipated improvement from fixes to PBL height and ventilation.  OM/OC ratios of 
1.4 and 2.0 give low and high estimates of the sensitivity.  The all study values are translated to episode 
values using the measured enrichment factors for OC.  For Milwaukee, the relevant values are the mean 
OC error (2.21 μg m-3), and the modification due to PBL improvements (0.6).  The Milwaukee all hour 
low estimate is therefore 2.21 – 0.6/1.4 = 1.8 μg m-3 OC (2.5 μg m-3 OM).  The Milwaukee all hour high 
estimate is therefore 2.21 – 0.6/2 =  1.9 μg m-3 OC (3.8 μg m-3 OM).  For Mayville, the same calculation 
is used but with a mean OC error (2.42) and a smaller adjustment expected from ventilation (0.05).  
Episode values are the all hours values times the OC enrichment factors (2.18 for Milwaukee and 1.38 for 
Mayville). 

vii The amount of model improvement available in the areas of nitrate chemistry, emissions, deposition, 
and/or horizontal transport were estimated as follows.  The NO3 mean error was used, less the amount of 
improvement expected in NO3 resulting from PBL/ventilation improvements, and less the amount of 
improvement in NO3 expected from model skill upgrades to ammonia (see note ix).  For Milwaukee, the 
values are as follows:  NO3 mean error (5.78) less the adjustments expected from PBL/ventilation (1.4) 
and TNH3 bias and error reduction (1.5), leaving 2.88 μg m-3 as nitrate or 3.7 as ammonium nitrate.  For 
Mayville, the values are as follows:  NO3 mean error (2.89) less the adjustments expected from 
PBL/ventilation (0.25) and TNH3 bias and error reduction (1.1), leaving a remaining influence of nitrate 
emissions, chemistry, deposition, and horizontal transport of 1.54 μg m-3 as nitrate or 2.0 as ammonium 
nitrate.  Episode values are calculation by multiplication with the NO3(p) enrichment factor (2.3 for 
Milwaukee, 4.05 for Mayville). 
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viii The impact of correcting insufficient sulfate concentrations during some periods is estimated by using 
the mean sulfate error, less the improvement expected in sulfate from corrections to PBL/ventilation.  For 
Milwaukee, the values are as follows:  the sulfate mean error (1.271) less the influence of the 
PBL/ventilation (0.8), leaving a remainder of 0.47 μg m-3as sulfate, or 0.65 μg m-3as ammonium sulfate.  
Inspection of the diurnal pattern for Milwaukee nitrate shows this variable does not have a midday peak 
in the measurements (as opposed to Mayville).  For Mayville, the values are as follows:  the sulfate 
mean error (1.275) less the influence of the PBL/ventilation (0.13), leaves 1.15 μg m-3 of sulfate error, or 
1.6 μg m-3 as ammonium sulfate.  This magnitude is consistent with the missing midday peak from 
inspection of model and measured diurnal pattern in Figure 3.7.3. The episode values are calculated by 
multiplication with the sulfate episode enrichment factors (2.44 for Milwaukee and 2.91 for Mayville).      

ix The expected improvement from better skill at ammonia modeling on PM2.5 is calculated as follows. 
The TNH3 error less the TNH3 improvement expected from PBL/ventilation improvements is used as a 
starting point.  Call this the “available” TNH3 error, meaning that it is available for reduction by 
improved ammonia net fluxes and other model processes that influence total ammonia. The available 
TNH3 error is converted to an available TNO3 error using the results of the 30% domain wide ammonia 
simulation (e.g. by multiplying by ΔTNO3/ΔTNH3).   For Milwaukee, the calculation with numerical 
values is as follows.  The TNH3 error is 2.27.  The expected adjustment to TNH3 from boundary layer 
and ventilation is 0.7 x 4.15 / 3.62 =0.8 where 0.7 is the adjustment to NH4(p) from boundary 
layer/ventilation, 4.15 is the model mean TNH3, and 3.62 is the model mean NH4(p).  Therefore, the 
available TNH3 error is (after factoring out the PBL/ventilation amount) 2.27 – 0.8 = 1.47 μg m-3.  The 
direct model sensitivity ΔTNO3/ΔTNH3 in the 30% ammonia reduction case is approximately 0.88 TNO3 
change for each μg m-3 of TNH3 change.  This sensitivity is reduced by a factor of 0.73 because of the 
result of the hybrid box model result which accounts for the fact that the model is overly sensitive to 
ammonia.  This results in a sensitivity of 0.65 TNO3 change for each μg m-3 of TNH3 change.  The 
available TNH3 error is 1.47 μg m-3 and the available TNO3 error is then 0.96 μg m-3 of TNO3.  The 0.96 
TNO3 change is translated to a NO3(p) change using the model mean ratio of NO3(p) to TNO3 (7.38/8.32), 
for a product of 0.84 μg m-3 NO3(p) (1.08 μg m-3 ammonium nitrate) as a result of decreasing the TNH3 
error by 1.47 μg m-3.  The Milwaukee episode value is calculated using the Milwaukee enrichment factor 
for TNH3 (1.84).  For comparison, the PM2.5 NH4 error is 0.95.   

x The expected improvement from better skill at ammonia modeling on PM2.5 at Mayville is calculated in 
the same way as for Milwaukee (see note ix).  Numerical values for Mayville are:  TNH3 error of 1.65; 
and expected adjustment to TNH3 from boundary layer and ventilation (0.12 x 2.88 / 2.16 =0.16) where 
0.12 is the adjustment to NH4(p) from boundary layer/ventilation, 2.88 is the model mean TNH3, and 2.16 
is the model mean NH4(p).  In other words, the available TNH3 error is 1.65 – 0.16 = 1.49 μg m-3.  The 
direct model sensitivity ΔTNO3/ΔTNH3 in the 30% ammonia reduction case is approximately 0.88 TNO3 
change for each μg m-3 of TNH3 change.  This sensitivity is reduced by a factor of 0.68 because of the 
result of the hybrid box model result which accounts for the fact that the model is overly sensitive to 
ammonia.  This results in a sensitivity of 0.60 TNO3 change for each μg m-3 of TNH3 change.  The 
available TNO3 error is then 0.90 μg m-3.  The 0.90 TNO3 value translates to a NO3(p) change using the 
model mean ratio of NO3(p) to TNO3 (4.79/5.01), for a product of 0.86 μg m-3 NO3(p) (1.10 μg m-3 

ammonium nitrate) as a result of decreasing the TNH3 error by 1.49 μg m-3.  For comparison, the mean 
model error for NO3(p) at Mayville is 1.02 μg m-3.   
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4. PROCESSES & PROCESS EXPLANATION OF MODEL PERFORMANCE 

4.1 Introduction 
 
The CMAQ process analysis tools were used to further investigate the conditions leading to 

episodes of elevated PM2.5 and particulate nitrate. Such information is useful for understanding 

the underlying reasons for the model predictions. The two techniques available in the CMAQ 

system are the integrated process rate (IPR) analysis and integrated reaction rate analysis (IRR).  

We emphasize that process analysis is entirely conducted within the 3D model framework, and 

does not incorporate the measured data in any way.   

 The IPR analysis tool allows for the calculation of individual processes that contribute 

to the species mass balance at any grid cell and any time step. The analysis involves the 

calculation and outputting of individual terms on the right hand side of the mass balance shown 

in Eq.1.  

 
,

, , , ,  

 , , , , ,  (1) 
 
Terms analyzed include horizontal and vertical advection, horizontal and vertical diffusion, gas 

phase chemical production, aerosol phase production, cloud processes including wet removal and 

aqueous phase chemistry, direct (primary) emissions, and dry deposition (at the lowest model 

layer). Each term represents the net contribution for that grid cell due to the respective process, 

with positive values indicating a gain for the grid cell leading to an increase in concentration due 

to that process [Byun et al., 1999]. 

To illustrate the basic concept we show the results for the IPR analysis of NO and NO2 at 

the surface extracted for the grid cell that contains the Milwaukee monitoring site for January in 

Figures 4.1.1a and b, respectively. For NO the largest positive term is emissions (implying a 

gain), yielding a value of +~140 ppb/h. The major loss processes for NO are vertical diffusion 

(the negative sign implies that net vertical diffusion transports NO out of the grid cell) and 

chemical destruction. The other terms are comparatively small. The overall IPR is the sum of the 

individual terms and for this case varies from +/- 5ppb/h.  

The IPR analysis for surface NO2 shows that the net gas phase chemical transformations 

are positive and are larger than direct emissions. The major loss process is due to vertical 

diffusion. Horizontal and vertical advection are of similar magnitude, and compete in direction.   
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Figure 4.1.1. IPR analysis of (a) NO and (b) NO2 at the surface in January at Milwaukee. The 
episodes periods are denoted by the yellow shading.  
 

The IRR analysis tool is used to provide further details into the gas phase chemical 

processes. It calculates integrated rates of reactions of specific chemical transformations during 
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the model simulations. For example, assume the IRR for the reaction A + B→ 2C is 20 ppb for a 

given time period. Then, the amount of A and B consumed in that time period by this reaction is 

20 ppb for both A and B, and correspondingly, the amount of C produced is 40 ppb. In this study 

IRR was used to explore the chemical transformations associated with production of nitric acid 

by daytime and nighttime pathways. The chemical transformations analyzed are summarized in 

Table 4.1.1. Reactions not selected for IRR tracking in the process analysis were not directly 

relevant to NOy processing and nitric acid production.   

Results from the IRR analysis for Milwaukee are presented in Figure 4.1.2. Shown are 

period mean (i.e. Jan-Mar mean) values of all hours for episode and non-episode periods. HNO3 

can be produced during the day by the gas phase reaction of NO2 and OH (R28), or during the 

night by either homogeneous reactions of N2O5 with water vapor (one bimolecular and one 

termolecular reaction, R19 & 20, respectively) or by the heterogeneous reaction of N2O5 at the 

surface of aerosol particles. This heterogeneous reaction is not included in Table 4.1.1 or Figure 

4.1.2 because they are not part of the IRR scheme in CMAQ. Rather, the heterogeneous pathway 

is quantified via IPR through the aerosol module, where N2O5 removal in the aerosol module is 

due to the heterogeneous reaction of N2O5 and aerosol water.  N2O5 removal from the aerosol 

module can also be due to cloud processing, where N2O5 is assumed to react to nitrate, and then 

be removed by wet deposition (if there are precipitating clouds) or returned to the system as 

nitric acid and nitrate at the end of the cloud lifetime. Nitrate production through the 

heterogeneous nighttime pathway is discussed in more detail below.   

The precursor to nitric acid is NO2 and the largest integrated reaction rates are shown in 

the left panel of Figure 4.1.2 – formation by the reaction of NO and O3 (R3) and destruction via 

photolysis (R1). During episode periods both reaction channels are significantly enhanced 

(Figure 4.1.2a), mainly because of the increased concentrations of species during episodes. The 

NOx related reactions with the next largest integrated reaction rates are shown in Figure 4.1.2b, 

and include the production (R7) and destruction of NO3 (R16). Nitric acid and nitrate production 

rates are discussed in more detail in section 4.2. In section 4.3, photolysis rates in CMAQ are 

analyzed primarily using observed data, modeled concentrations, and modeled rates from process 

analysis.   
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Table 4.1.1. CB05 Mechanism used for IRR.  Gas phase reactions only in this table. 
Reaction Reactants Products 
R1 NO2 + hν NO + O 
R3 O3 + NO NO2 
R4 O + NO2 NO 
R5 O + NO2 NO3 
R6 O + NO NO2 
R7 NO2 + O3 NO3 
R14 NO3 NO2 + O 
R15 NO3 NO 
R16 NO2 + NO 2 NO2 
R17 NO3 + NO2 NO + NO2 
R18 NO3 + NO2 N2O5 
R19 N2O5 + H2O 2 HNO3 
R20 N2O5 + H2O + H2O 2 HNO3 
R21 N2O5 NO3 + NO2 
R22 NO + NO + O2 2 NO2 
R23 NO + NO2 + H2O HONO 
R24 NO + OH HONO 
R25 HONO NO + OH 
R26  OH + HONO NO2 
R27 HONO + HONO NO + NO2 
R28 NO2 + OH HNO3 
R29 OH + HNO3 NO3 
R30 HO2 + NO OH + NO2 
R31 HO2 + NO2 PNA 
R32 PNA HO2 + NO2 
R33 OH + PNA NO2 
R46 NO3 + O NO2 
R47 NO3 + OH HO2 + NO2 
R48 NO3 + HO2 HNO3 
R49 NO3 + O3 NO2 
R50 NO3 + NO3 2 NO2 
R51 PNA 0.61HO2 + 0.61NO2 + 0.39OH + 0.39NO3 
R52 HNO3 OH + NO2 
R53 N2O5 NO2 + NO3 
R89 PAN C2O3 + NO2 
R90 PAN C2O3 + NO2 
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Figure 4.1.2. IRR analysis of nitric acid related reactions for Milwaukee at the surface during 
episode and non-episode periods. The largest integrated reactions are shown in the left panel (a) 
while slower reactions are shown in panel (b).  
 
4.2 Process Analysis of Nitrate Formation 
 

Process analysis was applied to study nitrate formation in the study domain. Key issues 

addressed include the processes controlling nitrate during episode and non-episode periods and 

processes controlling nitric acid during episodes and daytime and nighttime periods.  

 

IPR for nitrate at Milwaukee and Mayville.  Stacked time series plots for surface aerosol nitrate 

concentrations and process analysis of aerosol nitrate at Milwaukee and Mayville for January 

through March are shown in Figures 4.2.1-4.2.4. These figures show that increases in nitrate are 

due predominately to the “AERO” process (CMAQ aerosol module), i.e. the partitioning of 

HNO3 into the aerosol phase and the heterogeneous conversion of N2O5 to nitrate.  Periods of 

nitrate production vary on the synoptic scale. The major loss processes are by dry deposition and 

vertical diffusion. This indicates that nitrate is being produced at the surface and then is being 

deposited or transported upward by turbulent diffusion. The exception to this is in January at 

Milwaukee, where nitrate is being produced also at higher altitudes and then transported to the 

surface, as indicated by the positive contributions from vertical diffusion. Cloud processes 

occasionally represent a significant loss process at Mayville (e.g., Feb 6-7). Some model-

predicted episodes occur during or immediately after extended periods (~24+ hours) of nitrate 

formation.  However, there are several periods of increased nitrate formation that do not result 

in model-predicted episodes and the contrast between IPRs during episode and non-episode 

periods will be discussed later.  
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Figure 4.2.1.  Modeled surface concentrations of aerosol nitrate at Milwaukee for January, 
February and March. 
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Figure 4.2.2.  Contributions to changes in the nitrate aerosol concentration at the surface for 
Milwaukee by IPR (Jan/Feb/Mar).  TRANS_nonVD refers to the sum of horizontal and vertical 
advection and horizontal diffusion. 
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Figure 4.2.3. Surface concentrations of aerosol nitrate at Mayville for January, February and 
March. 
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Figure 4.2.4.  IPR at the surface for total aerosol nitrate at Mayville (Jan/Feb/Mar). 
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Discussion on sources of HNO3 for nitrate aerosol formation at the surface.  Stacked time series 

plot of IPRs for HNO3 at the surface in February at Mayville are shown in Figure 4.2.5. The 

results are similar for other months at Mayville so additional plots are not shown. Surface HNO3 

increases due to vertical diffusion, which indicates that nitric acid is largely produced at higher 

levels, then transported to the surface by vertical diffusion where it is consumed by partitioning 

to aerosol nitrate and dry deposition. There is a small positive contribution from chemical 

processes. Analysis of the averaged diurnal cycle for the HNO3-CHEM process using IRR shows 

that the source of this minor HNO3 production is the NO2+OH reaction; during nighttime 

production is even smaller. 

The other major source of HNO3 is due to N2O5 hydrolysis. The time series plot of IPRs 

for N2O5 at the surface at Mayville is presented in Figure 4.2.6. These results show that N2O5 is 

produced at higher levels and transported to the surface and also produced by nighttime 

chemistry processes at the surface. N2O5 at the surface is destroyed by aerosol reactions 

(producing HNO3) and removed by dry deposition. The fact that the local production of HNO3 

due to N2O5 hydrolysis looks small does not mean that N2O5 hydrolysis is not important. In fact, 

a portion of the HNO3 that is transported down comes from N2O5 hydrolysis.  
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Figure 4.2.5. Concentration and process contribution rates by IPR for HNO3 at the surface in 
February at Mayville.  
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Figure 4.2.6. Concentration and process contributions by IPR for N2O5 at the surface in February 
at Mayville. 
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found between 50-200 m above the surface.i  Aerosol surface area decreases with height 

typically, so the maximum of hydrolysis is found somewhere in the middle between surface and 

top of nocturnal boundary layer.  

 
 
 

 
 
Figure 4.2.7.  Jan-Mar mean vertical profiles at Milwaukee (left) and Mayville (right) of HNO3, 
N2O5, and PM2.5 aerosol nitrate.   
 
 
With the process analysis tool the relative contributions of the individual pathways can be 

quantified for the different levels in the atmosphere. When averaging the contribution of each 

reaction pathway over the whole duration of the simulation (Jan, Feb, Mar), the following picture 

emerges as shown in Figure 4.2.8. At Milwaukee near the ground (layer 1) the daytime formation 

pathway is stronger than the nighttime pathway. The average production rate due to the reaction 

of OH and NO2 is 0.075 ppb/h versus 0.044 ppb/h due to nighttime chemistry. Regarding the 

nighttime pathway, the heterogeneous reaction of N2O5 dominates the homogeneous reactions by 

a factor of 4. The importance of the daytime pathway decreases for higher levels. For layer 10 

(about 500 m above the surface) the production rate via the daytime pathway is 0.027 ppb/h 

compared to 0.062 ppb/h via the nighttime pathways. For Mayville the relative magnitude of the 

nighttime pathways is significantly larger than that of the daytime pathway, 0.103 ppb/h versus 
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0.038 ppb/h. At both sites the overall HNO3 production is maximized around layer 5 or 6, i.e. 

about 150 m above the surface. This is because the N2O5 concentration exhibits a maximum at 

those layers. 

 

 

Figure 4.2.8.  HNO3 production rates depending on model layer for the different production 
pathways (homogeneous hydrolysis of N2O5, heterogeneous hydrolysis of N2O5 and reaction 
of OH and NO2). Layer 1 is near the surface, and layer 10 is at about 500 m above the 
surface. The rates were averaged for the whole simulation period (Jan, Feb, Mar). 

 
 
Characteristic differences between episodes and non-episodes and between the urban 

(Milwaukee) and rural (Mayville) site.  The mean IPRs for episode periods are compared to 

0.000 0.050 0.100 0.150

10
9
8
7
6
5
4
3
2
1

Average	HNO3	production	in	ppb/hr

la
ye
r

Milwaukee

hom.	hydrol.

OH+NO2

het.	hydrol.

0.000 0.050 0.100 0.150

10
9
8
7
6
5
4
3
2
1

Average	HNO3	production	in	ppb/hr

la
ye
r

Mayville

hom.	hydrol.

OH+NO2

het.	hydrol.



LADCO Winter Nitrate Study – Phase II Report – May 2012 – Univ. of Iowa & Univ. of Illinois 4-15

those for the non-episode periods in Figure 4.2.9. As expected the aerosol production rate was 

significantly higher for episode periods (by ~33%). This resulted also in higher dry deposition 

and vertical diffusion rates (which are proportional to nitrate concentration). For this to occur, the 

nitric acid rates must also be larger during episodes, and that is the case (see also Figure 4.1.2).  

The HNO3 rates due to vertical diffusion are larger, which leads to larger loss rates by 

partitioning to the aerosol phase, and to higher dry deposition rates. In contrast N2O5 rates due to 

vertical diffusion are smaller, reflecting higher aerosol loss rates, lower concentrations and thus 

lower vertical diffusion and dry deposition rates. N2O5 process contributions at Mayville show 

qualitative differences relative to those at Milwaukee.  In Mayville there is an appreciable loss 

due to cloud (CLDS) and aerosol (AERO) processes, and net production of N2O5 from gas phase 

chemistry (CHEM). The difference in the gas phase chemical contributions at Mayville and 

Milwaukee come from the thermodynamic equilibrium between NO3 and NO2 versus N2O5.  In 

CMAQ this balance is represented by R18 (NO3+NO2 → N2O5) and R21 (N2O5 → NO3 + NO2).  

In Milwaukee, R21 > R18 at the surface.  In Mayville, the opposite is true, with R18 > R21 at 

the surface. 
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Figure 4.2.9. Process contributions to surface concentrations by IPR for selected species at 
Milwaukee and Mayville for episode and non-episode periods.  Ordinate are changes in 
concentration per hour.   

Milwaukee 

Mayville 
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Spatial analysis of episode evolution.  To illustrate the evolution of regional PM build-up we 

show 2D spatial distributions of aerosol nitrate and nitric acid at level 4 (~90 m above surface) 

and the net aerosol chemistry process rates at the surface for select times for the period February 

4 thru February 10.  Measured PM2.5 concentrations are plotted in Figure 4.2.10 and modeled 

concentrations of nitrate, nitric acid, and nitrate formation rate are shown in Figure 4.2.11 (the 

nitrate formation NCHEM_AERO rate is based on the AERO process reported nitrate formation 

with negative values discarded.  AERO includes thermodynamic formation of ammonium 

nitrate and heterogeneous formation of nitrate through the N2O5 pathway).  As can be seen in 

Figure 4.2.10, elevated PM values were observed throughout the region and two episodes 

occurred (see also Figures 3.3.8-3.3.10 for modeled and measured time series). On February 4, a 

high pressure system was centered on this region and elevated levels of aerosol nitrate are shown 

on the backside of this system, with elevated production rates calculated over the Ohio and 

Mississippi River valleys. The region with highest aerosol nitrate is found over Iowa, Minnesota 

and western Wisconsin. Over the next few days the aerosol values continue to increase and the 

area with elevated values extends to the east, covering all of Wisconsin by February 6. At the 

eastern edge of this polluted region, aerosol nitrate formed as nitric acid produced over Ohio, 

Illinois and Indiana is transported to the northwest on the backside of the high pressure system. 

The system then moves north and the area with highest concentrations shifts to the northwest; 

this results in a reduction in the values over Milwaukee on February 7. A low pressure system 

then moves through the region and transports the polluted air mass back over Milwaukee and 

Mayville (Feb. 7,8), and aerosol nitrate production is enhanced along the front. This front stalls 

and a new high pressure system settles in over the northeast part of the domain. Elevated aerosol 

nitrate is found over northern Illinois and southern Wisconsin and the values grow as nitric acid 

produced over Ohio, Indiana and Illinois is transported to the northwest (Feb 9). A stronger front 

moves through the region on February 10 and the aerosol nitrate values decrease throughout the 

region. 
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Figure 4.2.10.  Monitored PM2.5 
values during the Feb I and Feb II 
episodes.  See also Figures 3.3.8 
– 3.3.10. 
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Figure 4.2.11. Calculated distributions of elevated aerosol nitrate, HNO3(g) and net aerosol nitrate 
formation at the surface for selected times during Feb 4-10. Rows 1-3 are for Feb 4-Feb 7, while 
rows 4-6 are for Feb 7-Feb 9. Rows are as follows (1st and 4th rows) total aerosol nitrate at 90m; (2nd 
and 5th rows) HNO3(g) at 90 m; (3rd and 6th rows) net production of aerosol nitrate at the surface.  
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4.3  Evaluation of Solar Radiation and Photolysis 

Several observations from the LADCO WNS triggered an investigation of the CMAQ photolysis 

rate: (1) anecdotal evidence of very bright conditions created by sunlight on snow leading up to 

some episodes, (2) a missing peak in SO4 during midday hours, suggesting not enough 

photolysis-generated OH, and (3) some of the periods with negative model bias coincided with 

snowy periods (snow cover is graphed in Figure 3.2.1).  Therefore, an observation-based 

constraint on CMAQ photolysis was identified.   

At the Bondville Atmospheric Environmental Research Station (BEARS) just outside of 

Champaign Urbana, Illinois, a number of monitoring networks record meteorological, aerosol, 

and climate variables, including the IMPROVE network, and the SURFRAD network.  

Specifically, SURFRAD records 1 minute duration downwelling solar radiation, upwelling solar 

radiation, and downwelling UV-B radiation (as well as many other radiation parameters).  The 

Colorado State UVB network and a NASA AERONET sunphotometer also operate at Bondville, 

and could possibly be used instead of or as enhancement to the preliminary analysis conducted 

below using SURFRAD data. 

Methodology.  While model photolysis rates are not specifically recorded in CMAQ, using the 

process analysis rates for the destruction rates of compounds via photolysis, photolysis rates can 

be inferred.  For example, by dividing the photolysis induced destruction rate of NO2 (in ppb/h) 

by the NO2 concentration (ppb), one arrives at the photolysis rate constant in h-1.  The analysis 

below, is based on NO2 + hv → NO + O, but the same analysis could be completed for other 

photolysis reactions.   

For the reaction NO2 + hv → NO + O, the IUPAC Subcommittee on Gas Kinetic Data 

Evaluation – Data Sheet PNOx4 states that there are two products, (the less energetic O atom 

O3P, and the more energetic O1D state).  The temperature dependence of the photolysis rates is 

very small, with ∆H° at -1 kJ/mol.  Therefore, radiation intensity should be the predominant 

factor in determining the rate of this reaction.  IUPAC reports the threshold wavelength for 

production of O3P is 398 nm, while the threshold wavelength for production of O1D is 244 nm.  

Therefore, the production of O1D from NO2 is not atmospherically relevant, since 244 nm 

wavelength radiation does not reach the troposphere.  UVA is defined as radiation from 315 to 

400 nm; UVB is 280 to 315 nm; and UVC is from 100 to 280 nm.  The NO2 photolysis is 

therefore dominated by UVA radiation, which is not specifically measured by SURFRAD.   
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Reviewing Table 4.1.1 shows that only photolysis reactions involving NOy species were 

recorded in our process analysis.  Photolysis of species in the odd oxygen and HOx systems was 

not recorded.  Therefore, a direct analysis of O3 photolysis by UVB radiation (which does lead 

to atmospherically relevant O1D production and is thus directly related to OH) was not 

conducted for two reasons.  First, upwelling UVB is not measured by SURFRAD, and second 

the O3 photolysis rate was not recorded in the process analysis runs.   

The analysis is instead based on NO2 photolysis by UVA radiation, with visible radiation 

measurements from SURFRAD as a proxy for UVA.  This is a reasonable approach given the 

combination of recorded photolysis rates (through process analysis, i.e. Table 4.1.1) and the 

available measurements, which for upwelling radiation are limited to visible wavelengths.  The 

conclusions regarding upwelling vs. downwelling solar radiation should also apply to UV 

radiation, as the wavelength dependence of snow and ice albedo is minimal [Warren et al., 2006]. 

 
Measurements.  SURFRAD data were downloaded from the SURFRAD website and averaged 

to an hourly basis.  The UVB measurement was from a Yankee Environmental Systems 

Broadband radiometer with sensitivity between 280 and 320 nm (Figure 4.3.1).  This instrument 

is clearly not sensitive to upwelling radiation.  The other two SURFRAD variables that were 

used were “dw_psp” and “uw_psp”, which are downwelling global solar radiation and upwelling 

global solar radiation in watts m-2.  These measurements are by an Eppley Precision Spectral 

Pyranometer (PSP) which measure global downwelling and upwelling solar irradiance at in a 

broadband spectral range (280 to 3000 nm).  The upwelling PSP is pictured in Figure 4.3.2. 
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Figure 4.3.1.  Downwelling radiation monitors at Bondville, IL.  The UVB monitor is circled.  
Photo from http://www.srrb.noaa.gov/surfrad/bonpics/index.html. 
  

 
Figure 4.3.2.  Close-up of the UVB measurement device used in SURFRAD.  Photo from 
http://uvb.nrel.colostate.edu/UVB/ins_broadband.jsf 
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Figure 4.3.3.  The upwelling total radiation sensor at Bondville shown mounted on a 10m 
tower.  There are two sensors, one for visible, and one for infrared.   
 
Results.  Figure 4.3.4 shows that snow cover can dramatically increase total solar radiation 

(defined here as the sum of upwelling and downwelling).  During January, upwelling radiation 

exceeded 45% of total radiation on some days.  All data from this section is from the 

SURFRAD monitoring location at Bondville, IL.   
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Figure 4.3.4.  (Top) 24 hour totals of combined upwelling and downwelling solar radiation for 
Jan-Mar 2009.  (Bottom) fraction of total solar radiation contributed by upwelling radiation.  
Blue dots in panel a show days when the upwelling fraction was greater than 0.3.   
 
The effect of surface albedo is not significant in the measured UVB radiation (Figure 4.3.5), as 

expected since only downwelling UVB is recorded.   

 
Figure 4.3.5.  UVB radiation (y axis) versus time.  Blue dots show days with upwelling total 
solar radiation as greater than 30% of total.   
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Figure 4.3.6 shows that (a) NO2 photolysis at Bondville is correlated with the measured solar 

radiation at Bondville, but that the slope of the correlation is lower on the high albedo days (days 

with upwelling radiation as more than 30% of the total are marked with blue stars).  The blue 

starred points represent a lower ratio of CMAQ photolysis to measured radiation, and therefore it 

is likely that the CMAQ-WRF system in use for the LADCO WNS has a negative bias in 

radiation during snowcovered periods.  Compared to the overall scatter in the relationship, the 

effect is not dominant. 

 

Figure 4.3.6.  CMAQ photolysis (y axis) vs. measured total solar radiation (x axis) for Jan-Mar 
2009.  Blue crosses are days with upwelling solar as > 30% of total solar radiation.   
 
Using figures similar to 4.3.6, correlation coefficients were calculated for 24-hour average 

photolysis with cumulative daily radiation from SURFRAD.  The results are shown in Table 

4.3.1.   
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Table 4.3.1.  Correlation coefficients with modeled NO2 photolysis rate constant and measured 
radiation at Bondville, IL 
With measured downwelling radiation:   0.762 
With measured downwelling & upwelling radiation:  0.733 
With measured UVB radiation:    0.714 
With measured upwelling radiation:    0.436 
 
This analysis shows a strong possibility that enhanced radiation of all wavelengths is present 

during January in the LADCO WNS.  Successful simulation of regional secondary aerosol 

production on an episodic basis in winter may require treatment of upwelling radiation and its 

contribution to actinic flux and photolysis (e.g. HONO, O3, NO2).  Use of inline photolysis in 

CMAQ with TOMS column O3, and evaluation of the effects of using MODIS vs. WRF cloud 

fields is warranted.  While this analysis is for NO2 photolysis by UVA radiation to form O3P 

(which is important for O3 formation, but not directly for OH formation), the results likely 

extend to UVB radiation as well.  These results are consistent with the observed high formation 

rates of ozone in winter in natural gas fields of Wyoming (partly attributed to high actinic flux 

from fresh snow [Schnell et al., 2009].  The newest version of CMAQ has an extensive upgrade 

to the photolysis calculations, with land cover effects on albedo, seasonal vegetation changes to 

albedo, snow/ice effects on albedo, and solar zenith angle effects on albedo modeled [Hutzell 

and Streicher, 2011].  Hutzell and Streicher document significant differences in the CMAQ 4.7 

assumed albedo (0.05 regardless of actual land cover, vegetation, or snow cover), and in CMAQ 

5.0, with increases of albedo of up to 0.7 in winter.  Ozone concentrations were simulated for 

winter, and found to increase by up to about 20 ppb over some of these snow covered areas.  

Simulation of the episodes using this new photolysis scheme should be strongly considered.   

 
4.4  Ammonia Net Flux 

The study focused on two issues of ammonia net flux.  The first issue was that of the 

total ammonia bias – is there support for a change in the net ammonia flux?  The second 

question was, how strong is the support for periodic NH3(g) emissions tied to meteorology?   

To answer the first question, we examined the total ammonia bias by month, considering 

likely corrections that might occur due to errors in PBL / ventilation of local emissions, as well 

as the uncertainty in total ammonia measurements.  For strong evidence supporting a change in 

net flux, it would be required that an NH3 bias exist, that it is likely to remain even if model 

representation of PBL height and ventilation of local emissions improved, and that the bias was 
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large compared to measurement uncertainty.  The results are shown in Table 4.4.1.  There is a 

negative model bias for total ammonia at both sites and in all months.  However, given the 

measurement uncertainty (values shown are the 95% confidence interval on a single hourly 

measurement at the mean concentration), a negative model bias is not (by itself) good 

justification for changes to the model without further consideration of the magnitude of the errors 

compared to measurement uncertainty.  It is unknown how much of the uncertainty is 

systematic and how much is random, so we have not decreased the confidence interval based on 

the assumption of random error and a large number of samples.  In January, the TNH3 error 

during episodes is similar in magnitude to errors seen in other primary species, and therefore 

may be due to PBL height/ventilation.  In February and March, primary species tend to be 

overpredicted, and adjustment for this would lower the model skill for ammonia.  Therefore, we 

label Milwaukee at “moderate evidence for increased flux” and Mayville as “weak evidence for 

increased flux” in February and March.  The ratio of the needed flux to the current flux ranges 

from about 1.7 to 2.7, with higher values in Milwaukee.  The magnitudes are highly uncertain 

and confirmation of the ammonia bias from alternate meteorological model runs (e.g. the 

LADCO CAMx simulation) would be highly desirable. In addition, since motor vehicles are 

among the largest NH3 sources in urban areas, and their NH3 emissions rates are sensitive to 

operating conditions, the national MOVES modeling employed may not be representative. 

Emissions rates based on local day-specific meteorological conditions and especially local fleet 

composition and driving patterns would reduce uncertainties in the influence of local urban 

emissions on net flux. 
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Table 4.4.1.  Analysis of total ammonia bias 

 Jan Feb Mar 

Milwaukee 
Obs mean TNH3 4.37±1.33 4.7±1.39 3.87±1.25 
Model mean TNH3 1.64 1.97 3.13 
Likely change to model 
TNH3 if PBL/ventilation 
bias removed 

model TNH3 would increase model TNH3 would 
decrease slightly 

model TNH3 would 
decrease 

Conclusion Inconclusive.  Given uncertainty in 
measurements and likely high bias in 
PBL, no conclusive case for net flux 
adjustment. 

Moderate evidence 
for increased NH3 net 
flux, with ratio of 
~2.7 

Moderate evidence 
for increased NH3 net 
flux, with ratio of 
~2.0 

Mayville 
Obs mean TNH3 3.2±1.45 4.27±1.70 4.23±1.69 
Model mean TNH3 2.05 2.82 3.56 
Likely change to model 
TNH3 if PBL/ventilation 
bias removed 

model TNH3 would increase model TNH3 would 
decrease slightly 

model TNH3 would 
decrease 

Conclusion Inconclusive.  Given uncertainty in 
measurements and likely high bias in 
PBL, no conclusive case for net flux 
adjustment. 

Weak evidence for 
increase in net 
ammonia flux with 
ratio of ~1.7.   

Weak evidence for 
increase in net 
ammonia flux with 
ratio of ~1.9. 

 

Many variables may be important to net ammonia flux, including temperature, sunlight, 

snow cover/snowmelt, amount of deposited ammonia available for reemission, fate of meltwater 

(e.g. permeable soils, impermeable paved surfaces, etc.), soil moisture, soil chemistry, and 

vegetation.  A comprehensive analysis of the potential effect for these is beyond the scope of 

this work, and requires careful treatment of missing data and biases due to root causes other than 

net flux.  A spatial analysis of ammonium, gas ratio, and total ammonia (using deposition 

networks, CASTNET, or special field programs) is also recommended.      

We have limited our analysis to a semiquantitative inspection with a focus on temperature 

and snowmelt.  The first piece of evidence for meteorologically driven periodic ammonia fluxes 

are the total and gas-phase ammonia diurnal profiles.  For example, the measured NH3(g) at 

Milwaukee had a minimum at 06:00 local time, a maximum at 17:00 local time.  The maximum 

was approximately 1.2 ppb higher than the minimum; this is relative to a mean NH3 

concentration of 2.3 ppb.  At Mayville, NH3(g) had a minimum at 02:00 and a maximum at 

18:00.  The maximum was approximately 1.0 ppb higher than the minimum; this is relative to a 

mean NH3 concentration of 2.4 ppb.  These diurnal cycles are similar to that of temperature, 

although temperature peaks 1-3 hour earlier in the day.  These diurnal cycles were not 

replicated by the model.  In fact, the model had a small decrease in NH3(g) between 10:00 and 
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14:00.   

The second piece of evidence for meteorologically driven fluxes is the correlation 

between temperature, episodes, and ammonia seen in section 3.3.  To analyze the entire study 

period for Milwaukee, rather than individual weeks as in section 3.3, Table 4.4.2 was created.  

It lists all major episodes at Milwaukee, all periods when the hourly temperature increased more 

than 5 degrees relative to the 5 day moving average, and all times when measured ammonia gas 

was in excess of its 90th percentile level (5.2 ppb).  Precipitation is also noted.   

All instances where the temperature rises (at Milwaukee) to 5 degrees C or more above 

the 5 day moving average temperature are associated with 90th percentile or higher ammonia gas 

concentrations, except for 2, when only the 75th percentile ammonia levels are reached.  

Furthermore, all instances of ammonia gas recorded above the 90th percentile were either 

associated with high temperatures or with NO peaks.  Peak NH3 concentrations that are 

coincident with high levels of NO may be from combustion sources, including motor vehicles 

and biomass burning, that emit both NO and NH3 or they may be due to measurement artifacts in 

the iCAMS (which may record some NO as NH3).  Temperature alone seems a powerful 

enough predictor of ammonia gas levels without rainfall or snowmelt (these are correlated with 

temperature and more detailed analysis would be needed to test whether snowmelt is a modifier 

to the relationship seen between temperature and ammonia).   
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Table 4.4.2.  List of key events for ammonia flux assessment, Milwaukee 

Date / time Notes on temperature, precipitation, and PM2.5 Notes on NH3(g) 
Jan 1 Start of analysis.  1.3 cm of snow on ground.  
Jan 3 Temperatures rise above freezing (to 1.6 C)  
Jan 4, 4-7 AM  Ammonia above 90th percentile, correlated with NO 
Jan 6, 2-11 AM Temperatures rise above freezing (to 0.5 C) Ammonia above 90th percentile, correlated with NO 
Jan 7 – Jan 15 Period of snow accumulation at Milwaukee  
Jan 11 – Jan 13 Jan II episode, the 6th most severe episode  
Jan 17-21 Temperatures rising to more than 6 or more degrees C 

above their 5 day running average for 5 afternoons in 
a row 

Ammonia above 90th percentile on during afternoons 
of 20th, 21st, and 22nd.  See Figure 3.3.7. 

Jan 21 – Jan 23 Jan III episode, the 1st most severe episode 
Jan 29 Temperatures rises to 8 degrees C above 5 day 

running average 
NH3(g) rises to 75th but not to 90th percentile levels. 

Jan 31 – Feb 1 Temperatures rises to up to 14 degrees C above 5 day 
running average.  Temperatures above freezing for 
the first time (4.5 C) since Jan 6. 

Ammonia above 90th percentile during evening hours 
of Feb 1. 

Feb 4 - 12  Ammonia exceeds 90th percentile on all days except 
Feb 5 and Feb 9.  See Fig 3.3.10. NH3(g) 
concentrations appear correlated with snowmelt, high 
temperatures, and rain. 

Feb 5 – 7 Feb I episode, the 5th most severe episode.  
Temperature on Feb 5-Feb 8 rises 17 deg. above 5 
day running average.  Temperatures peak at 12 C on 
the afternoon of the 7th.   

Feb 7 – 10 Feb II episode, the 3rd most severe.  On Feb 7, 
snow melt from 11 cm to zero, accompanied by some 
rain.   

Feb 11-14 Temperatures reaching above freezing for some 
portion of each day 

Several hours of NH3(g) above 90th percentile on the 
evening of the 11th, 12th and the 14th. Each is 
correlated with a peak in NO.  

Feb 16-18 Temperatures reaching above freezing for some 
portion of each day.  Temperatures on 17th more than 
5 degrees above 5 day moving average. 

NH3(g) elevated to above 75th percentile during the 
17th but not to the 90th percentile level.  Monitor 
recorded NA from 11 AM – 5 PM.   

Feb 20  NH3(g) records peak concentration of study period 
(18 ppb).  No precipitation or unusual temperature.  
Possibly correlates with NO and NO2.  NH3(g) 
analyzer offline for several hours prior to recording 
the peak. 

Feb 21 Snowfall (17 cm)  
Feb 24 – Feb 
26 

Feb IV episode, the 4th most severe, and a 
Milwaukee only episode.  Total snowmelt on the 
25th.  Rain on the 26th.  Temperatures above 
freezing and up to 13 degrees above 5 day running 
average. 

Ammonia exceeds 90th percentile on the evening of 
the 25th (the evening of the warmest afternoon and 
the snowmelt period).   

Feb 28 – Mar 4 Snow accumulation  
Mar 4-8 Temperatures reach up to 22 degrees above 5 day 

running average.  Complete snow melt on Mar 5.  
Temperatures peak at 17 C and remain above freezing 
until Mar 11.  Mar I episode from Mar 5- Mar 8 
(2nd most severe, and a Milwaukee only episode).   

NH3(g) above 90th percentile for portions of the 5th 
and 6th.   

Mar 7-10 Rain on Mar 7-10.  Mixed with snow on the 8th.  
Large snowmelt on the 10th.   

 

Mar 13-Mar 18 Mar 13 – Mar 18 are up to 22 degrees warmer than 5 
day moving average.  Mar 14-16 is Mar II episode 
(7th most severe and Milwaukee only episode).  Peak 
temperature is 24 C on the 17th.   

See Figure 3.3.13.  NH3(g) above 90th percentile for 
2 hours on the 15th, 1 hour on the 16th, the evening of 
the 17th, and the morning of the 18th.   

Mar 21-Mar 28 Rain during this period.  Most significant on the 
24th, and on the 28th.  Mixed with snow on the 28th.  
Mar 21, 24 and 26 each have some hours more than 4 
degrees above the 5 day moving average. 

NH3(g) above 90th percentile for 2 hours on the 21st, 
1 hour on the 24th, and for the afternoon and evening 
of the 26th 
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Figure 4.4.1 shows the plot of the deviation from the 5 day moving average vs. ammonia gas at 

Milwaukee.  The R2 of a linear fit of NH3(g) and temperature at Milwaukee is 0.12 with a slope 

of 0.08 ppb per degree C.  The R2 of a linear fit of NH3(g) and temperature deviation from the 5 

day moving average is 0.18 with a slope of 0.11 ppb per degree.  Therefore, at Milwaukee, 

temperature deviation is a slightly better predictor of NH3(g) than simple hourly temperature 

(The Milwaukee temperature vs. NH3 plot can be found in Figure 4.4.2B).  However, outliers 

with no temperature deviation but with high NH3(g) levels decrease the correlation, as can be 

seen in Figure 4.4.1c, where hours with high NO or NO2 may have higher than average ammonia 

levels but without much temperature dependence. 
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Figure 4.4.1.  Correlation of NH3(g) and temperature deviation stratified by NO and NO2 levels.  
Panel a is limited to cases where NO is 1 ppb or lower and NO2 is 9 ppb or lower (i.e. both NO 
and NO2 below their 25th percentiles).  Panel b corresponds to 25th to 50th percentile levels of 
NO/ NO2.  Panel c corresponds to 50th to 75th percentile levels of NO/ NO2.  Panel d 
corresponds to 75th to 85th percentile levels of NO/ NO2.  Panel e is restricted to hours with 
either NO or NO2 over their 85th percentile levels, which are 10 and 28 ppb, respectively.  The 
R2 of linear fits through the points are 0.24, 0.39, 0.17, 0.06, and 0.03, respectively in panels a, b, 
c, d and e.    
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At Mayville, NOx measurements were not available, so Figure 4.4.1 could not be generated for 

Mayville.  Also, hourly temperature (not deviation in hourly temperature from a 5 day moving 

average) was found to be a better predictor of NH3(g) than at Milwaukee.  In fact, the 

temperature vs. NH3 relationship is stronger at Mayville than it is at Milwaukee.  Figure 4.4.2 

shows the hourly NH3(g) vs. temperature relationship at Mayville.  There is some suggestion, 

both in January and in February, that 0°C (thawing and melting) is a threshold required for 

exceedance of 12 ppb.  

 

 

Figure 4.4.2.  Hourly temperature and hourly ammonia at (A) Mayville and (B) Milwaukee.   
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Total ammonia at Mayville was found to be correlated with both temperature and with 

temperature deviation.  When temperature deviation is used, all of the months have similar 

relationships, as shown in Figure 4.4.3.  

 

Figure 4.4.3.  Temperature deviation from 5 day moving average (x axis) vs. (A) gas phase 
ammonia and (B) total ammonia at Mayville.  Linear fits by month all have slopes of 0.26-0.28 
µg m-3 per degree, and R2 values ranging from 0.37 to 0.39. 
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Figure 4.4.4.  Temperature deviation from 5 day moving average (x axis) vs. (A) gas phase 
ammonia and (B) total ammonia at Mayville with CMAQ model points added in purple. The R2 
for a linear fit of the CMAQ model points is 0.22 and the slope is 0.14 µg m-3 per degree, 
indicating that the model reproduces some but not all of the observed temperature dependence. 
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It should be noted that the model measurement difference in Figure 4.4.4 may be related 

to meteorology rather than to net ammonia flux.  However, the influence of PBL height on 

pollutant levels at Mayville was found to be smaller than at Milwaukee, so a temperature 

dependent NH3 flux would be a logical conclusion to draw from Figure 4.4.4.  Another would 

be an activity (e.g. biomass burning, fertilization, motor vehicle catalytic converter efficiency) 

correlated with temperature.   

One method of modifying net fluxes is the NH3 bidirectional exchange model in CMAQ 

5.0.  The NH3 bidirectional exchange model alters emissions and deposition simultaneously in 

CMAQ calculation with a compensation point parameterization. It also uses land use and 

agricultural management files (BELD4, national soil pH by crop, and national fertilizer 

application date, rate and method by crop) in the bidirectional flux calculation.  The CMAQ 

bidirectional model was developed based on field scale models. In preliminary results, the NH3 

bidirectional exchange model regionally reduced the model bias in nitrate and ammonium 

aerosol estimate [Bash et al., 2011]. Increases in NH3 were modeled in a 12 km continental 

United States domain including in the Midwest and Southeast [Jeong et al., 2011]. 

 

4.5  Conclusions 

Integrated process rate (IPR) analysis and integrated reaction rate analysis (IRR) were 

used to investigate the processes impacting aerosol nitrate concentrations during episode and 

non-episode periods. The analysis shows that the maximum nitric acid production occurs 50-200 

m above the surface and followed by transport to the surface via vertical diffusion, where aerosol 

nitrate is formed. Aerosol nitrate is then removed largely by dry deposition and transported 

upwards via vertical diffusion. The aerosol production rate was significantly higher for episode 

periods (by ~33%). At Milwaukee near the ground (layer 1) the daytime formation pathway for 

nitric acid was found to dominate. The average production rate due to the reaction of OH and 

NO2 was 0.075 ppb/h versus 0.044 ppb/h due to nighttime chemistry. Regarding the nighttime 

pathway, the heterogeneous reaction of N2O5 was found to dominate over the homogeneous 

reactions by a factor of 4. The importance of the daytime pathway decreased for higher altitudes. 

For layer 10 (about 500 m above the surface) the production rate via the daytime pathway was 

0.027 ppb/h compared to 0.062 ppb/h via the nighttime pathways. For Mayville the relative 

magnitude of the nighttime pathways was larger than that of the daytime pathway, 0.103 ppb/h 
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versus 0.038 ppb/h. The spatial distribution of aerosol nitrate formation was also investigated 

and shown to vary significantly spatially and on synoptic time scales.  

 Analysis of SURFRAD radiation data from Bondville, IL, shows that upwelling radiation 

during snowy periods can be very significant, with upwelling / (downwelling + upwelling) 

reaching 0.45 and upwelling / downwelling radiation reaching 0.8 during some snowy periods.  

CMAQ photolysis rate constants are biased low during these periods, although overall scatter in 

photolysis rates is of similar magnitude to the bias during snowy periods.  Correlation of NO2 

photolysis rate constants is highest (0.76 correlation coefficient) with respect to measured 

downwelling radiation.  The correlation with measured upwelling and downwelling radiation is 

slightly lower, at 0.73.  Use of inline photolysis in CMAQ with TOMS column O3, and evaluate 

of the effects of using MODIS vs. WRF cloud fields is warranted.  A correction for the albedo 

effect of snow could enhance model OH production rates by 30% or more during high albedo 

periods.  These physics are included in the CMAQ 5.0 photolysis scheme and evaluation of the 

CMAQ 5.0 photolysis scheme for episodes should be completed. 

 Total ammonia biases were analyzed and indicate that the net ammonia flux likely needs 

to be increased in February and March in Milwaukee, and possibly in Mayville as well.  A 

strong relationship between temperature and ammonia exists in the data that is partially 

reproduced in the model.  The bidirectional ammonia module is likely to increase gas phase 

NH3(g) and may improve performance for ammonia, while increasing the sensitivity of the 

model to land use and meteorology.   
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i LADCO has conducted aircraft-based filter sampling over the Great Lakes in 2002 and 2003.  The file 
“Seasonal_PM_PLOTS_byFlight&SeasonNEW” was supplied by Koerber to the University of Iowa.  It contains 
data for flights over Lake Superior in summer and winter.  Analyzing the mass concentrations for the Dec 4, 2002 
flight, and the Jan 3, Jan 30, and Feb 17, 2003 flights, the aircraft nitrate concentration was 2.43 µg m-3 with a 
standard deviation of 2.6.  The mean concentrations were 14.6, 2.4, 2.2, 0.3, 0.3, and 0.3 µg m-3 for OC, nitrate, 
sulfate, ammonium, chloride, and EC, respectively.  This indicates an aerosol of 72% OC.  During summer 
flights, the aerosol sampled on the aircraft was almost entirely organic with a small contribution of ammonium 
sulfate even smaller amount of nitrate. 
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5. EMISSION SCENARIOS 
 
A number of emissions scenarios were designed and simulated to answer the science questions 

“What are the primary emission sources contributing to wintertime episodes? Are these sources 

local or regional in nature?” and “What is the relationship between NOx reductions and total 

nitrate reductions?”  The emission scenarios also can be compared to box modeling done in 

phase I and new box modeling done in phase II to establish how accurate the direct CMAQ-

modeled sensitivities are to emissions reductions.   

 

5.1 Emission Scenarios Modeled 

 

Table 5.1.1 lists the emissions scenarios simulated for this work. 
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Table 5.1.1  Emissions Scenarios Modeled for the LADCO WNS 
Name Description Notes 
30% NOx reduction 30% reduction in NOx from base case.  Reduction in 12km domain only, and 

distributed across all sectors. 
30% NH3 reduction 30% reduction in NH3 from base case.  Reduction in 12km domain only, and 

distributed across all sectors. 
2015 Proxy case 70% reduction in EGU SO2 from base 

case 
EGU NOx set at 10% below the base 
case ozone season emission level (this 
is approximately a 45% reduction for 
January EGU NOx relative to the base 
case)1  
30% reduction in mobile NOx 

Simulate near-term changes in mobile 
NOx & simulate approximate effects of 
the Cross-State Air Pollution Rule 
(CSAPR) on coal-fired power plant NOx 
& SOx emissions 

2015 Proxy case + 
30% NOx cut 

2015 Proxy Case plus additional 
reduction (all sectors) equal to 30% of 
remaining NOx emissions 

 

2015 Proxy case + 
30% NH3 cut 

2015 Proxy Case plus additional 
reduction (all sectors) equal to 30% of 
remaining NH3 emissions 

 

2015 Proxy case + 
30% NOx cut and 
30% NH3 cut 

2015 Proxy Case plus additional 
reduction (all sectors) of 30% of NH3 
and NOx emissions 

 

30% NOx in a      
60 km box around 
Milwaukee 

Same as the 30% NOx reduction above, 
but for a limited geographic area 

Simulates a local emission cut without 
specifying sectors or political boundaries. 
Helps to quantify influence of localized 
NOx emissions at a receptor of interest.  
60 km radius does not include Chicago 
area or Mayville. 

30% NH3 in a      
60 km box around 
Milwaukee 

Same as the 30% NH3 reduction above, 
but for a limited geographic area 

 

30% NOx in a      
250 km box around 
Milwaukee 

Same as the 30% NOx reduction above, 
but for a limited geographic area 

Intermediate geographical area.   
Includes key cities that experience 
wintertime episodes – Green Bay, 
Chicago, and Madison. 

 
30% NH3 in a     
250 km box around 
Milwaukee 

Same as the 30% NH3 reduction above, 
but for a limited geographic area 

 

 
In addition to these scenarios, a “Day-specific commercial and residential space heating 

emissions” run was considered based on the rationale that cold weather preceded many of the 

                                                 
1 For the 2015 proxy case, EGU NOx was (for ozone season, May-Sept) reduced by 10% reduction relative to the 
base case.  Oct-Apr NOx was set equal to the adjusted summertime NOx.  However, the LADCO WNS was 
entirely in the Oct-Apr timeframe, and the approximate reduction in EGU NOx relative to base case for January was 
45%.   
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episodes.  The day-specific space heating emissions associated with these periods is not 

reflected in the LADCO base C inventory. Ultimately, the run was not completed because of the 

relatively small size of the adjustment to overall NOx emissions (the NOx inventory is dominated 

by motor vehicle emissions, even during cold days in winter).  The research and discussion 

regarding day-specific NOx during the LADCO WNS report preparation is captured in Appendix 

5.1, including figures of temperature vs. space heating NOx emissions, space heating NOx 

emission time series vs. episode occurrence, and temperature vs. NOx model bias.  Also 

included are local and statewide estimates on day-to-day variability of NOx from some source 

categories, and the relative emissions from various source categories.  Day-specific NOx should 

be considered in future efforts to model episodes, but all major NOx emission source categories 

need to have day-specific emissions computed, including the effect of snowfall on commuting 

emissions.  The space heating category, on a statewide basis, represents only 8% of total NOx 

emissions, and the day specific variation in space heating NOx is thought to be about ±50%.   

This fraction for space heating is likely low for the 5 county area around Milwaukee, where the 

ratio of space heating to EGU NOx emissions is about 1:1 rather than the statewide average of 

about 1:2.  Day-to-day variation in EGU NOx, weekday/weekend effects (discussed in section 

3.7 and not included in the emissions used for this work), and day-specific local meteorological 

influence on mobile source emissions are likely as large as or larger than the day-specific effects 

of commercial heating; therefore, a multi-sector approach is needed for day-specific NOx, NH3, 

and PM2.5.   

 
5.2 Use of Emission Sensitivity Runs 
 

When the model output from a sensitivity run is compared to the base modeled concentrations, 

the result is called direct model sensitivity.  An alternate way (referred to as the observationally-

constrained method) is to use the modeled fractional change in total ammonia, total nitrate, and 

total sulfate, and then to assess thermodynamic sensitivity in a box model with measured 

temperature, relative humidity, and measured inorganic concentrations adjusted based on the 3D 

modeled changes in total inorganic concentrations.  The two approaches are further described 

below: 

 
Direct Sensitivity 
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	 . 	 	 	 	
	 . 		 	 	 	

 

 
Observationally-Constrained Sensitivity 
 

	 	 	 . 	 	 	 	
	 . 		 	 	 	 	 	

 

 
The inputs to the denominator of the observationally-constrained sensitivity are measured 

T and RH, and measured total sulfate, ammonia, and nitrate. From these values the inorganic 

PM2.5 concentration is calculated using the box model ISORROPIA. The inputs to the numerator 

of this quantity are measured T and RH, and measured total sulfate, ammonia, and nitrate times 

the fractional reduction in these species predicted by CMAQ model.  The sensitivity case 

inorganic PM2.5 concentration is then calculated on the basis of this modified set of inputs using 

ISORROPIA. The observationally-constrained method can correct for some errors in the 3D 

model (e.g. having the percentage reduction in a species correct between a base and sensitivity 

case, while having an absolute concentration wrong).  To the extent that the direct and 

observationally-constrained sensitivities match, this is a mark of skill for the 3D model and its 

underlying emissions inventory.  The observationally-constrained method remains susceptible 

to errors, particularly for large perturbations in emissions.  Biases in absolute concentrations in 

the model may cause errors in the fractional calculated reductions in species such as total nitrate, 

and total ammonia.  Such errors would propagate into both the direct modeled sensitivity and 

the observationally-constrained sensitivity calculations.   

   

5.3  Review of Inorganic PM2.5 Model Results in Base Emissions, Base Meteorology 
 
 A review of the base case model results (base C emissions and base (with snow) 

meteorology) is critical to understanding the results of the sensitivity cases.  A number of 

concentration maps are plotted below in Figures 5.3.1 to 5.3.7.  The top row is for all hours, and 

the bottom row is for episode hours.  In some cases, there may be a scale change of the color 

bar between the two sets of plots. 

 Except for total nitrate, nitrate aerosol, and ammonium aerosol, the spatial patterns of 

pollutants are not very different between all hours and Milwaukee episode hours.  During 

episodes, the three species mentioned above exhibit enhancement over southern Wisconsin 
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and/or Southern Michigan.  The change in gas ratio during episodes in the upper Midwest (in 

the model) varies by month and by location, with both decreases (orange and red colors) and 

increases (blue colors) in the last row of Figure 5.3.7.  The observational findings from the 

Phase I report indicate a reduction in gas ratio during episodes (see also Figures 3.4.5-3.4.7 for 

observed and modeled gas ratios at the two observation locations).  From January to March, 

concentrations increase at most locations in the region, with increases in all species, and 

increases in the gas ratio.   

 Maps of gas ratio show a very pronounced spatial pattern, with strong delineation 

between ammonia rich areas (GR>1) in the western half of the region and a consistently 

ammonia poor area near the Ohio River.  The response to ammonia and NOx reductions is 

qualitatively determined by the gas ratio.  Ammonia reductions have the most influence in the 

ammonia poor regions, while nitrate reductions have the most impact in the ammonia rich 

regions. In January, the boundary delineating ammonia rich and ammonia poor regions is farther 

to the north, indicating a wider region to the southeast of ammonia poor conditions.  One should 

note that the gas ratios at Milwaukee and Mayville are somewhat low (see section 3.5) during 

non-episode periods, and are approximately equal to measured values (when averaged across the 

study) during episodes. Furthermore, we have not attempted to evaluate the gas ratio at other 

locations, as there are few sites with the necessary hourly observations. The fact that the gas ratio 

is relatively accurate during episodes at the WNS measurement sites should not be taken as 

evidence of the correctness of the gas ratio at other locations.  Modeled gas ratios and modeled 

sensitivities to emissions in other parts of the region should be treated as approximate. Multiple 

biases in inorganic species exist, most notably in gas phase ammonia.  While the resulting gas 

ratio was accurate at Mayville and Milwaukee during episodes, the reason for this was a 

compensation of errors with negative bias in all of the terms in the gas ratio during episodes – 

sulfate, total nitrate, and total ammonia.  Robustness of the sensitivity results is covered more in 

section 5.4.     
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Figure 5.3.1.  Maps of monthly-averaged modeled PM2.5 concentrations.  Top row is all hours, bottom row is Milwaukee episode 
hours.  Note scale change between all hour and episode hour rows. 
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Figure 5.3.2.  Maps of monthly-averaged modeled TNO3 concentrations.  Top row is all hours, bottom row is Milwaukee episode 
hours.  Note scale change between all hour and episode hour rows. 
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Figure 5.3.3.  Maps of monthly-averaged modeled TNH3 concentrations.  Top row is all hours, bottom row is Milwaukee episode 
hours.   
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Figure 5.3.4.  Maps of monthly-averaged modeled SO4 concentrations.  Top row is all hours, bottom row is Milwaukee episode 
hours.  Note scale change from top to bottom rows. 
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Figure 5.3.5.  Maps of monthly-averaged modeled aerosol NO3 concentrations.  Top row is all hours, bottom row is Milwaukee 
episode hours.  Note scale change from top to bottom row. 
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Figure 5.3.6.  Maps of monthly-averaged modeled aerosol NH4 concentrations.  Top row is all hours, bottom row is Milwaukee 
episode hours.  Note scale change from top to bottom row. 
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Figure 5.3.7.  Monthly-averaged modeled aerosol Gas Ratio (an indicator of ammonia availability). 
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Figure 5.3.7 continued.  Monthly-averaged modeled aerosol Gas Ratio (an indicator of ammonia availability).  Red colors indicate 
Milwaukee episode hours have LOWER gas ratio (less ammonia availability) than all hours period.  Blue colors indicate episode 
hours have HIGHER modeled gas ratio (more ammonia availability) than all hours.   
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5.4  Results 

 Concentration results from the sensitivity runs are shown in the tables below, and spatial 

plots of concentrations from the scenarios are presented in Figure 5.4.1.  A corresponding figure 

for aerosol nitrate is shown as Figure 5.4.2.  The figure employs the same color scale for all the 

sensitivity cases.  Table 5.4.1 summarizes direct-modeled (CMAQ) concentrations for 

Milwaukee, while Table 5.4.2 shows the results as differences from the base case.  Tables 5.4.3 

and 5.4.4 have the corresponding entries for Mayville.  While section 5.5 presents a more 

detailed explanation of the emissions sensitivity results, the basic “take home” message is that, 

for the upper Midwest, equal percentage reductions of NH3 emissions and NOx emissions do not 

have equal reductions in PM2.5, and the spatial patterns of the reductions are also different.  NH3 

emission reductions lead to larger PM2.5 reductions than the corresponding NOx reductions.  

NOx controls lead to PM2.5 reductions mainly west of the Mississippi, in ammonia rich regions.  

Ammonia controls are simulated to have reductions mainly east of the Mississippi river.  The 

simulated impact of the 2015 proxy is less than that of 30% ammonia controls.   
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Table 5.4.1.  Milwaukee aerosol concentrations (µg m-3) from the emissions sensitivity 
simulations.  The lowest value in each column is highlighted.  N refers to non-episode hours 
while E refers to episode hours.   
 

Milwaukee Nitrate Sulfate Ammonium NO3 + SO4 
+ NH4  PM2.5 

N E N E N E N E N E 

No snow 4.1 7.8 1.3 2.5 1.6 3.2 7.0 13.5 18.7 31.2 

Base 3.3 7.1 1.6 3.5 1.5 3.5 6.4 14.1 13.0 29.1 

Base - 30% NOx 3.0 6.6 1.7 3.8 1.5 3.4 6.1 13.8 12.8 29.0 

Base - 30% NH3 2.5 5.6 1.5 3.2 1.2 2.8 5.2 11.5 11.9 26.7 

2015 Proxy 3.3 7.2 1.4 3.0 1.4 3.3 6.0 13.4 12.7 28.5 

2015 Proxy - 30% NOx 2.9 6.6 1.4 3.2 1.3 3.2 5.7 13.0 12.4 28.1 

2015 Proxy - 30% NH3 2.5 5.7 1.3 2.6 1.2 2.7 5.0 11.1 11.7 26.3 

2015 Proxy - 30% NOx 
- 30% NH3 

2.3 5.4 1.4 2.8 1.1 2.6 4.8 10.9 11.5 26.1 

30% NOx 60km 3.3 7.1 1.6 3.5 1.5 3.5 6.4 14.1 13.0 29.2 

30% NOx 250km 3.2 7.1 1.6 3.5 1.5 3.5 6.3 14.0 12.9 29.2 

30% NH3 60km 3.0 6.7 1.6 3.5 1.4 3.3 6.0 13.4 12.7 28.4 

30% NH3 250km 2.7 6.1 1.6 3.3 1.3 3.0 5.6 12.4 12.2 27.6 

 
Table 5.4.2.  Changes in Milwaukee aerosol concentrations (µg m-3) from the base simulation.  
The extreme value in each column is highlighted.  Positive values (increases in aerosol 
concentrations from emission control) are colored red. 
 

Milwaukee Nitrate Sulfate Ammonium NO3 + SO4 
+ NH4  PM2.5 

N E N E N E N E N E 

Base - 30% NOx -0.3 -0.5 0.1 0.3 0 -0.1 -0.3 -0.3 -0.2 -0.1

Base - 30% NH3 -0.8 -1.5 -0.1 -0.3 -0.3 -0.7 -1.2 -2.6 -1.1 -2.4

2015 Proxy 0 0.1 -0.2 -0.5 -0.1 -0.2 -0.4 -0.7 -0.3 -0.6

2015 Proxy - 30% NOx -0.4 -0.5 -0.2 -0.3 -0.2 -0.3 -0.7 -1.1 -0.6 -1

2015 Proxy - 30% NH3 -0.8 -1.4 -0.3 -0.9 -0.3 -0.8 -1.4 -3.0 -1.3 -2.8

2015 Proxy - 30% NOx 
- 30% NH3 

-1.0 -1.7 -0.2 -0.7 -0.4 -0.9 -1.6 -3.2 -1.5 -3.0

30% NOx 60km 0 0 0 0 0 0 0 0 0 0.1

30% NOx 250km -0.1 0 0 0 0 0 -0.1 -0.1 -0.1 0.1

30% NH3 60km -0.3 -0.4 0 0 -0.1 -0.2 -0.4 -0.7 -0.3 -0.7

30% NH3 250km -0.6 -1.0 0 -0.2 -0.2 -0.5 -0.8 -1.7 -0.8 -1.5
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Table 5.4.3.  Mayville aerosol concentrations (µg m-3) from the emissions sensitivity 
simulations.  The lowest value in each column is highlighted.  N refers to non-episode hours 
while E refers to episode hours.   
 

Mayville Nitrate Sulfate Ammonium NO3 + SO4 
+ NH4  PM2.5 

N E N E N E N E N E 

No snow 4.3 7.7 1.2 2.4 1.7 3.2 7.2 13.3 10.7 18.8

Base 4.6 7.8 1.8 2.7 2.0 3.3 8.4 13.7 11.9 19.1

Base - 30% NOx 4.1 7.1 2.0 2.9 1.9 3.2 8.0 13.3 11.5 18.8

Base - 30% NH3 3.8 6.5 1.7 2.5 1.7 2.8 7.2 11.8 10.7 17.3

2015 Proxy 4.4 7.5 1.5 2.3 1.9 3.1 7.8 12.9 11.3 18.3

2015 Proxy - 30% NOx 3.9 6.7 1.7 2.5 1.8 2.9 7.3 12.1 10.8 17.7

2015 Proxy - 30% NH3 3.7 6.4 1.4 2.1 1.6 2.6 6.8 11.2 10.3 16.7

2015 Proxy - 30% NOx 
- 30% NH3 

3.3 5.8 1.5 2.3 1.5 2.5 6.4 10.7 10.0 16.3

30% NOx 60km 4.6 7.8 1.8 2.7 2.0 3.3 8.4 13.7 11.9 19.1

30% NOx 250km 4.4 7.6 1.9 2.7 2.0 3.3 8.2 13.6 11.7 19.0

30% NH3 60km 4.4 7.5 1.8 2.6 1.9 3.1 8.1 13.2 11.6 18.6

30% NH3 250km 4.1 7.0 1.7 2.6 1.8 3.0 7.6 12.5 11.1 18.0

 
Table 5.4.4.  Changes in Mayville aerosol concentrations (µg m-3) from the base simulation.  
The extreme value in each column is highlighted.  Positive values (increases in aerosol 
concentrations from emission control) are colored red. 
 

Mayville Nitrate Sulfate Ammonium NO3 + SO4 
+ NH4  PM2.5 

N E N E N E N E N E 

Base - 30% NOx -0.5 -0.7 0.2 0.2 -0.1 -0.1 -0.4 -0.4 -0.4 -0.3

Base - 30% NH3 -0.8 -1.3 -0.1 -0.2 -0.3 -0.5 -1.2 -1.9 -1.2 -1.8

2015 Proxy -0.2 -0.3 -0.3 -0.4 -0.1 -0.2 -0.6 -0.8 -0.6 -0.8

2015 Proxy - 30% NOx -0.7 -1.1 -0.1 -0.2 -0.2 -0.4 -1.1 -1.6 -1.1 -1.4

2015 Proxy - 30% NH3 -0.9 -1.4 -0.4 -0.6 -0.4 -0.7 -1.6 -2.5 -1.6 -2.4

2015 Proxy - 30% NOx 
- 30% NH3 

-1.3 -2 -0.3 -0.4 -0.5 -0.8 -2.0 -3.0 -1.9 -2.8

30% NOx 60km 0 0 0 0 0 0 0 0 0 0

30% NOx 250km -0.2 -0.2 0.1 0 0 0 -0.2 -0.1 -0.2 -0.1

30% NH3 60km -0.2 -0.3 0 -0.1 -0.1 -0.2 -0.3 -0.5 -0.3 -0.5

30% NH3 250km -0.5 -0.8 -0.1 -0.1 -0.2 -0.3 -0.8 -1.2 -0.8 -1.1
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Base – 30% NOx  Base – 30% NH3 

 

2015 proxy 2015 proxy – 30% NH3 

 

2015 proxy – 30% NOx 2015 proxy – 30% NOx and 30% NH3 

 
Figure 5.4.1. Percentage reduction of PM2.5 concentration for emission scenarios  
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Base – 30% NOx Base – 30% NH3 

 

2015 proxy 2015 proxy – 30% NH3 

 

2015 proxy – 30% NOx 2015 proxy – 30% NOx and 30% NH3 

 
Figure 5.4.2. Percentage reduction of PM2.5 nitrate concentration for emission scenarios 
  



LADCO Winter Nitrate Study – Phase II Report – May 2012 – Univ. of Iowa & Univ. of Illinois 5-19

Comparing the directly-modeled sensitivities (Tables 5.4.1, 5.4.2, and Figure 5.4.1) with 

the observationally-constrained method shows that the direct model sensitivities are not changed 

by much using the observationally-constrained method.  Figure 5.4.3 graphs the median 

percentage reduction from the direct method (light bars) versus the observationally-constrained 

method (dark bars, labeled hybrid method in the legend).  A number of important observations 

can be made from the figure. 

 
 

 
Figure 5.4.3.  Percentage median reduction in inorganic PM2.5 at Milwaukee (red bars) and 
Mayville (blue bars).  Light bars are direct sensitivities from the 12-km CMAQ runs.  Darker 
bars are the observationally-constrained sensitivities.  Including only the hours with measured 
PM2.5 in excess of 27 µg m-3 (panel a) leads to slightly different results compared to including all 
hours (panel b).  
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First, for most relationships the median of the directly-modeled reductions are within a 

few percent of the observationally-constrained method reductions.  Second, ammonia 

reductions are (on a percentage basis) much more effective than NOx reductions.   

Cases where the direct and observationally-constrained methods differ by more than 3% 

are listed below.  In all of the cases listed where CMAQ is overestimating sensitivity, NH3 is the 

controlled precursor.  In nearly all of the cases listed where CMAQ is underestimating 

sensitivity, NOx is the controlled precursor.  The cause of all of these differences is the negative 

bias in the gas ratio at both sites.  For example (section 3.5), for all hours at Milwaukee, the 

observed gas ratio is 2.5 vs. 1.1 from CMAQ.  For all hours at Mayville, the observed gas ratio 

is 2.1 vs. an observed value of 1.5.  All of the instances of greater than a 3% difference at 

Milwaukee are for the all hours (rather than episode) results because the observed and modeled 

gas ratios are closer during episode periods.  

 CMAQ with positive bias in sensitivity (reality likely less sensitive than predicted by 

model) 

o Mayville episode hours, 30% NH3 reduction (250 km) 

 CMAQ direct sensitivity is 11% while observationally-constrained  

sensitivity case has a 6% median reduction in inorganic PM2.5. 

o Milwaukee all hours, 30% NH3 reduction case 

 CMAQ direct sensitivity is a 15% reduction in inorganic PM2.5 while 

observationally-constrained method yields 11%.    

o Milwaukee and Mayville all hours, 30% NH3 reduction (250 km) 

 CMAQ direct sensitivity is a 10%, while observationally-constrained 

value is 6%.    

 CMAQ with negative bias in sensitivity (reality likely more sensitive than predicted by 

model) 

o Mayville all hours, 30% NOx reduction 

 Observationally-constrained method places sensitivity at 6% while CMAQ 

places it only at 2%. 

o Mayville all hours, 2015 proxy 

 Observationally-constrained method places sensitivity at 8% while CMAQ 

places it only at 4%. 
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o Mayville all hours, 2015 proxy + 30% NOx reduction case. 

 Observationally-constrained method places sensitivity at 14% while 

CMAQ places it only at 6%.  This is a case where the controls have 

likely put the system in a nitrate-limited state, while CMAQ remains in a 

more balanced regime between nitrate and ammonia sensitivity. 

 
 
5.5  Explanation of Sensitivity Results 
 

An explanation for the relatively strong impact of the ammonia reductions, compared to 

the relatively weak response to the NOx reductions (and the large SO2 reductions of the 2015 

proxy) is instructional.  Considering the 30% NH3 reduction first, the impact of the cuts on total 

ammonia are mapped in Figure 5.5.1. 

 

Figure 5.5.1.  Absolute reductions (left) and percentage reductions (right) in TNH3 from a 30% 
ammonia cut.  Red colors are for a concentration decrease, while blue colors are for a 
concentration increase.  The reduction in southern Wisconsin ranges from 22-30%. 
 
The key point of figure 5.5.1 is that there is a direct relationship between NH3 emissions 

reduction and TNH3 concentrations, with a 30% reduction in emissions leading to a 22-30% 

reduction in atmospheric concentrations.  The reduction in TNO3 resulting from NOx control, is 

mapped in Figure 5.5.2. The 30% NOx reduction leads to TNO3 reduction, but the percentage 

reduction is lowest in the emission centers such as Detroit, the Ohio River Valley, St. Louis, and 

the Southeastern portion of Lake Michigan.  The reason for this is that time is required for the 

chemical conversion from NOx to TNO3.  The 30% NOx reduction leads to a 10-13% reduction 

in TNO3 in Southeastern Wisconsin.    
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Figure 5.5.2.  Absolute reductions (left) and percentage reductions (right) in TNO3 from a 30% 
NOx cut.  Red colors are for a concentration decrease, while blue colors are for a concentration 
increase.  The reduction in southern Wisconsin ranges from 10-13%.   
 
This is the first reason for the larger impact of the NH3 control scenario than the NOx control 

scenario – the NH3 emission control leads to direct reduction in a PM2.5 component (TNH3), 

while the NOx control effects TNO3 to a smaller extent.   

 The second reason for the high impact of NH3 – and one that is not reflected in traditional 

observation-based box modeling such as the LADCO phase I report and Blanchard et al. [2008] 

– is as follows. As Figure 5.5.3 shows, the NH3 control leads to a reduction not only in nitrate 

aerosol (via thermodynamic partitioning) but also to a reduction in TNO3.  This reduction 

ranges from 11-15% in southern Wisconsin.  This effect stems presumably from a phase 

partitioning of total nitrate to the gas phase, with subsequent loss due to HNO3(g) deposition, 

which is more efficient than the deposition of nitrate in the aerosol phase. 

  In summary, the CMAQ simulation predicts that a 30% NH3 control scenario reduces 

total nitrate in Southeastern Wisconsin just as effectively as a 30% NOx control scenario does.   

The model does not simulate a corresponding change in TNH3 from NOx control (the effect is 

less than 2%, with a 2% TNH3 reduction in ammonia rich regions, and a 2% TNH3 increase in 

sulfate dominated areas in the east of the domain). 

 The N2O5 formation pathway may also be influenced by the emissions scenarios, and this 

feedback has yet to be explored.  The accuracy of these feedbacks is difficult to assess.  The 

fact that absolute concentrations, particularly of NH3, are biased raises questions about the 

accuracy of some of the feedbacks between TNH3 and TNO3.  Additional model runs with 

percentage reductions off of an alternate base emission (e.g. increased NH3 emissions in the base 
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case, and therefore higher gas ratios) would help quantify the sensitivity of the modeled ΔTNO3 

and ΔNH3 results to the absolute concentrations.  Finally, the current work does not address the 

possibility for episodic emissions of NH3 that are correlated with episode meteorology. It is 

possible that reductions in NH3 emissions would not be evenly distributed temporally; reductions 

during key episode build-up periods may be greater than or less than average emission 

reductions.     

 

 
Figure 5.5.3.  Absolute reductions (left) and percentage reductions (right) in TNO3 from a 30% 
ammonia cut.  Red colors are for a concentration decrease, while blue colors are for a 
concentration increase.  The reduction in southern Wisconsin ranges from 11-15%.   
    

The third explanatory fact with respect to the relative effectiveness of NH3 emissions 

reductions is that there is a small increase in sulfate concentrations resulting from NOx controls.  

This has been traced (through process analysis) to an increase in aqueous sulfate formation, 

likely due to increased pH in cloud droplets.  Further research is suggested to confirm this 

feedback.  Figure 5.5.4 shows absolute and fractional changes in sulfate, with the blue 

(negative) values indicating an increase.  The amount is small, but non-negligible (0.35 µg m-3).  

The sulfate increases are also apparent in Tables 5.4.2 and 5.4.4. 
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Figure 5.5.4.  Absolute increases (left) and percentage increases (right) in sulfate from a 30% 
NOx cut.  Red colors are for a concentration decrease, while blue colors are for a concentration 
increase.  The increases in southern Wisconsin are less than 0.1 µg m-3 on average.   
 
 
5.6 Regional vs. Local Emission Reductions 
 
 Four of the CMAQ simulations included emission reductions from the base limited to an 

area centered on Milwaukee.  These are the 30% NH3 reduction within a box extending 60 km 

in each direction from Milwaukee, a 30% NH3 reduction within a box extending 250 km in each 

direction from Milwaukee, and 30% NOx reductions within the same spatial areas.  The point of 

these was to identify the fraction of inorganic PM2.5 that was sensitive to localized controls, 

versus the fraction of inorganic PM2.5 transported into the study area, or formed locally from 

precursors emitted more than 60 or 250 km away. 
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Base – 30% NOx (domain wide) Base – 30% NH3 (domain wide) 

 

Base – 30% NOx (250 km) Base – 30% NH3 (250 km) 

 

Base – 30% NOx (60 km) Base – 30% NH3 (60 km) 

 
Figure 5.6.1.  Percentage PM2.5 reduction resulting from NOx and NH3 emissions reductions.
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All panels of Figure 5.6.1 are to the same scale, and they show that the 250 km NH3 reduction 

case retains much of the efficacy at PM2.5 reduction as the domain wide NH3 reduction.  The 

scale (which collapses changes in PM2.5 from 0 to 3% into one color) is somewhat misleading 

about the relative effects.  Figure 5.6.2 has a different scale for each of the geographically 

limited emission reductions.  This makes intercomparison somewhat difficult, but clearly 

documents the simulated effects on PM2.5.  The largest PM2.5 reduction is from the 250 km NH3 

reduction case (Figure 5.6.2c) and this reduces PM2.5 by up to 1.95 µg m-3 with a peak absolute 

effect in Chicago.  The 2nd largest PM2.5 reduction is the 60 km NH3 reduction case, which leads 

to a 0.4 µg m-3 reduction in Milwaukee.  The 3rd largest PM2.5 reduction (0.22 µg m-3) results 

from the 250 km NOx control case.  The smallest PM2.5 change is from the 60 km NOx control 

case, which results in a 0.03 µg m-3 reduction in Chicago and a simulated 0.02 µg m-3 increase in 

PM2.5 just offshore of Milwaukee. It should be noted that these are direct modeled sensitivities, 

and the observationally-constrained method would adjust the NH3 sensitivities downward (less 

PM2.5 control) and the NOx control results upward (more PM2.5 control).  The adjustments (e.g. 

Figure 5.4.2) are larger under clean conditions than they are during episodes.    

 Figure 5.6.3 graphs the fraction of PM2.5 control achieved by the 250 and 60 km NH3 

reduction cases relative to the domain-wide control case.  80% of the domain-wide control is 

simulated to occur in Southeastern Wisconsin for the 250 km NH3 reduction case, while 30% of 

the domain-wide control is simulated to occur within the emissions reduction area for the 60 km 

case.  The corresponding fractions for the NOx control cases are that the 250 km case achieves 

~30% of the reduction achieved by the domain-wide reduction.  The 60 km NOx control case 

produces virtually no PM2.5 reduction at Mayville and Milwaukee.   
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Figure 5.6.2.  Absolute PM2.5 decreases (blue) and increases (pink) for localized emission 
reductions.  Note that scales vary from plot to plot.  (A) 250 km NOx reduction; (B) 60 km 
NOx reduction; (C) 250 km NH3 reduction; and (D) 60 km NH3 reduction.   
   

Figure 5.6.3.  Fraction of PM2.5 reduction achieved in geographically limited control vs. 
domain-wide control. 
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Figures 5.6.4 through 5.6.7 attempt to explain the limited effect of localized NOx controls, and to 

test the hypothesis that the “all study” effect might be low but the effect during episodes may be 

larger due to stagnant conditions and/or good conditions for NOx to nitrate conversion.  Figure 

5.6.4 graphs the effect of the domain-wide 30% NOx reduction on NOx at Milwaukee in the top 

row of panels.  The change in NOx from the base case to the sensitivity case (∆NOx) is shown to 

be strong, well-correlated with NOx and PM2.5, and changes of up to 40 ppb are simulated.  

Panel c shows the distribution of ∆NOx during hours with PM2.5 less than 27 µg m-3 and panel d 

shows the ∆NOx during periods with PM2.5 greater than 27 µg m-3. Panel d confirms that the 

emission control scenario achieves significant NOx reduction during episodes.  Panels e through 

h show the changes in total nitrate (∆TNO3).  The scenario is achieving significant changes in 

total nitrate, with nitrate decreases of up to 3 µg m-3.  The median value of ∆TNO3 during 

episode hours (Figure 5.6.4h) is -0.6 µg m-3.  

 The subsequent figures contrast the base case simulation with the 250 km NOx reduction 

(Fig. 5.6.5) and with the 60 km NOx reduction (Fig. 5.6.6).  Axes limits have been kept the 

same as in Fig. 5.6.4 to allow visual comparison of the changes in NOx and total nitrate.  The 

NOx reduction remains robust, indicating that NOx concentrations are heavily influenced by local 

emissions.  However, the total nitrate decreases greatly diminish.  The median ∆TNO3 in 

Figure 5.6.5h (250 km reduction of NOx, episode hours) is -0.058 µg m-3.  In other words, the 

“effectiveness” of the NOx controls during episodes has dropped 10 fold (-0.60 to -0.058) with 

the change in the geographic area of emission reduction.  In Figure 5.6.6h (60 km reduction of 

NOx, episode hours) the median ∆TNO3 is +0.012 µg m-3.    
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Figure 5.6.4.  Hourly relationships at Milwaukee between NOx, PM2.5, and TNO3 in the base 
simulation and the 30% domain-wide NOx reduction case.  Top row of panels focuses on ∆NOx 
(defined as the sensitivity case NOx minus the base case NOx).  Bottom row of panels focuses 
on ∆TNO3 (defined as the sensitivity case TNO3 minus the base case TNO3).  Panels include (a) 
NOx vs. ∆NOx; (b) PM2.5 vs. ∆NOx; (c) ∆NOx distribution for hours with PM2.5 less than 27 µg 
m-3; (d) ∆NOx distribution for hours with PM2.5 greater than 27 µg m-3; (e) NOx vs. ∆TNO3; (f) 
PM2.5 vs. ∆TNO3; (g) ∆TNO3 distribution for hours with PM2.5 less than 27 µg m-3; (h) ∆TNO3 
distribution for hours with PM2.5 greater than 27 µg m-3 (median value -0.6). 
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Figure 5.6.5.  Hourly relationships at Milwaukee between NOx, PM2.5, and TNO3 in the base 
simulation and the 30% 250 km NOx reduction case.  Top row of panels focuses on ∆NOx 
(defined as the sensitivity case NOx minus the base case NOx).  Bottom row of panels focuses 
on ∆TNO3 (defined as the sensitivity case TNO3 minus the base case TNO3).  Panels include (a) 
NOx vs. ∆NOx; (b) PM2.5 vs. ∆NOx; (c) ∆NOx distribution for hours with PM2.5 less than 27 µg 
m-3; (d) ∆NOx distribution for hours with PM2.5 greater than 27 µg m-3; (e) NOx vs. ∆TNO3; (f) 
PM2.5 vs. ∆TNO3; (g) ∆TNO3 distribution for hours with PM2.5 less than 27 µg m-3; (h) ∆TNO3 
distribution for hours with PM2.5 greater than 27 µg m-3 (median value -0.06). 
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Figure 5.6.6.  Hourly relationships at Milwaukee between NOx, PM2.5, and TNO3 in the base 
simulation and the 30% 60 km NOx reduction case.  Top row of panels focuses on ∆NOx 
(defined as the sensitivity case NOx minus the base case NOx).  Bottom row of panels focuses 
on ∆TNO3 (defined as the sensitivity case TNO3 minus the base case TNO3).  Panels include (a) 
NOx vs. ∆NOx; (b) PM2.5 vs. ∆NOx; (c) ∆NOx distribution for hours with PM2.5 less than 27 µg 
m-3; (d) ∆NOx distribution for hours with PM2.5 greater than 27 µg m-3; (e) NOx vs. ∆TNO3; (f) 
PM2.5 vs. ∆TNO3; (g) ∆TNO3 distribution for hours with PM2.5 less than 27 µg m-3; (h) ∆TNO3 
distribution for hours with PM2.5 greater than 27 µg m-3 (median value +0.012). 
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The reason for the small increase in total nitrate under the 60 km NOx reduction case (e.g. Figure 

5.6.6h and Figure 5.6.2b) are likely the increases in O3 that occur from NOx control, and the 

subsequent improved conversion of NOx to nitrate in the nighttime pathway.  The relationship 

between ∆NOx and ∆O3 at Milwaukee is shown in Figure 5.6.7.   

 Although not shown, similar figures were inspected for the Mayville site.  The 

relationship was somewhat different.  The ∆TNO3 median for the domain-wide, 250 km, and 60 

km NOx control cases was -1.34, -0.45, and -3.4x10-4 µg m-3, respectively. In other words, the 

250 km case was 34% as effective as the domain-wide reduction at reducing total nitrate, and the 

60 km control had no impact on total nitrate at Mayville.  

 

 
Figure 5.6.7.  Relationship between changes in NOx and changes in O3 at Milwaukee in the (a) 
30% domain-wide NOx control case, (b) the 250 km NOx control case, and (c) the 60 km NOx 
control case.   
 
 

5.7 Conclusions 

 

What is the relationship between NOx reductions and total nitrate reductions? 

Thirty percent NOx control throughout the 12 km domain causes a 10-13% (on average) 

total nitrate reduction in Southern Wisconsin (Figure 5.5.2).  Larger fractional reductions are 

elsewhere (Iowa) and largest absolute TNO3 reductions occur at the Ohio/Indiana/Michigan 

border, and along the Mississippi River from Minneapolis to St. Louis.   

An unanticipated result of the study is that domain-wide NH3 controls actually decrease 

TNO3 in Southern Wisconsin more than the NOx controls (Figure 5.5.3).  TNO3 reductions of 

11-15% are modeled in Southern Wisconsin and the reduction extends throughout portions of 

Ohio, Michigan, Illinois, and Indiana.   

 

-40 -30 -20 -10 0
0

5

10

NOx increase (ppb)
-40 -30 -20 -10 0
0

5

10

15

NOx increase (ppb)

O
3 

in
cr

ea
se

 (
p

p
b

)

-40 -30 -20 -10 0
0

5

10

NOx increase (ppb)

a b
c



LADCO Winter Nitrate Study – Phase II Report – May 2012 – Univ. of Iowa & Univ. of Illinois 5-33

What is the relationship between NOx reductions, NH3 reductions and PM2.5 reductions? 

Pure NOx reductions have a complicated impact on PM2.5.  The directly-modeled all-

hours sensitivity is for a small decrease in PM2.5 (up to 4% on average) in the more northern and 

western portions of the domain (which are ammonia rich).  See Figures 5.4.1 and 5.3.7.  A 

small PM2.5 increase (mostly from sulfate) is modeled from a pure NOx reduction, and this 

occurs in the southern portion of the domain.  Directly-modeled impact of a pure NH3 cut of 

30% in the 12 km domain is more straightforward, with up to a 10% PM2.5 reduction occurring 

broadly across Wisconsin, Illinois, Michigan, Indiana and Ohio (5.4.1).  The directly-modeled 

sensitivities may be slightly different than the observationally-constrained sensitivities, 

especially for all-hours averages and non-episode conditions for NH3 controls (Figure 5.4.2).  

 

What is the impact of regional emission cuts versus localized controls on NOx and/or NH3? 

Localized reductions of NH3 have localized impacts on PM2.5 that are relatively large and 

occur in the area of the NH3 reduction.  For example, reduction of NH3 within 250 km of 

Milwaukee is simulated to have 80% of the effect as domain-wide controls, and reduction of 

NH3 within 60 km of Milwaukee is simulated to have 30% of the effect as domain-wide controls.  

Localized NOx controls have relatively small impacts on PM2.5 and nitrate concentrations, due to 

a lack of sensitivity of total nitrate to local NOx reductions.   

 . 

How robust are CMAQ direct-modeled emissions sensitivities?   

Based on comparison to an observationally-constrained method  (that is resistant to 

some errors in a 3D model, mainly due to the use of measured rather than modeled absolute 

concentrations of sulfate, nitrate, and ammonia) the directly-modeled sensitivities are fairly 

skillful for the LADCO WNS study sites (Figure 5.4.2).  The largest discrepancies between 

direct and hybrid sensitivity are found for NH3 controls under “all hours” averaging, where the 

discrepancy in modeled vs. measured gas ration was largest.  This is likely due to the 

problematic prediction skill for NH3.   

 

How useful for air quality management are the Phase I box model results?   

The measurements from Phase I and the observationally-constrained method are critical 

to building confidence in the emissions scenario predictions.  However, the Phase I box 
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modeling by itself is clearly an incomplete basis for policy development.  The 3D model 

captures some large-scale feedbacks from NH3 controls to system variables that are impossible to 

consider in the measurement plus box-modeling framework of Phase I and the previous 

measurement and box modeling campaigns conducted by LADCO.     

 

Beyond the simple 30% NOx and 30% NH3 reduction scenarios, what does the 2015 proxy case 

tell us about wintertime PM2.5 under large SO2 reductions? 

The observationally-constrained method shows median episode inorganic PM2.5 

decreasing by 4-8% due to the 2015 proxy case (Figure 5.4.2).  This will translate to 

approximately a 3-6% decrease in total PM2.5.  Compared to nitrate and OC, sulfate is a smaller 

contributor to wintertime episode concentrations in Wisconsin, and decreases in sulfate are offset 

by increased ammonia availability and possibly by increases in nitrate lifetime and increases in 

S-IV to S-VI aqueous chemistry aerosol production pathways.  The 2015 proxy case plus a 30% 

NH3 reduction is forecast to cut episode inorganic PM2.5 by 17-21% at both LADCO WNS sites.  

The spatial pattern of the reductions (Figure 5.4.1) of the 2015 proxy shows hot spots with higher 

reductions (up to 1.6 µg m-3) over Detroit and ammonia source regions in western Iowa.  

Reductions of NOx in addition to the 2015 proxy case (Figure 5.4.1) add substantial PM2.5 

reductions in ammonia rich areas.  Adding NH3 reductions to the 2015 proxy case result in very 

substantial PM2.5 reductions, particularly over wide regions of the eastern portion of the 12 km 

domain. 
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6. CONCEPTUAL MODEL OF WINTERTIME EPISODES 

Phase II modeling supports additions to the conceptual model of Midwest wintertime fine 

particle events proposed by LADCO (2009) and further refined in the WNS Phase I report. 

Hourly vertical profiles and maps of process modeling, reaction rates, and perturbations to 

meteorology and emissions all provide means of supplementing the existing conceptual model 

and contributing new understanding of important processes. 

 

6.1 Causes of episodes 

Modeling and further analysis of episodes supports the conceptual model that episodes 

are initiated by synoptic meteorological conditions.  Quoting the LADCO (2009) conceptual 

model, based on analysis of synoptic meteorology during 2 summer and 2 winter episodes, 

episodes are characterized by “a high pressure system that tended to persist longer than usual, 

creating stagnant conditions and often strong inversions that allowed pollutant concentrations to 

build up under the limited mixing height.  These high pressure systems also tend to slowly pull 

warmer, moist air from the southeast (the Ohio River Valley and further southeast).  Suppressed 

atmospheric mixing and warm moist air constitute an ideal recipe for promoting both sulfate 

formation in the summer and nitrate formation in the winter.”   

The LADCO WNS was able to refine this conceptual model by quantifying that episodes 

occurred under conditions warmer than climatological mean temperatures.  Furthermore, 

atmospheric moisture and stagnant conditions may have important contributions from snow 

cover and snow melt, as many of the episodes occurred under conditions of snow cover, and 

many episodes ended with partial or complete snowmelt.   

Modeling supports the view that episodic increases in PM2.5 concentrations often begin 

with a combination of transport of aerosols and their precursors, as well as localized production 

of nitrate and accumulation of local primary aerosols, particularly organic aerosols in urban 

locations.  Modeling supports the idea that episodes progress partially through widespread 

production of nitric acid aloft over wide areas (peaking at elevations from 50-200 meters).  

However, rapid production of HNO3 does not always lead to episode occurrence.  Episodes reach 

peak concentrations from a combination of transport and local accumulation of both primary and 

secondary species.  The transported component to the peak concentrations usually occurs when a 

surface low pressure system disperses boundary layer aerosols in front of the incoming surface 



LADCO Winter Nitrate Study – Phase II Report – May 2012 – Univ. of Iowa & Univ. of Illinois 6-2

high, leading to surface-level transport of pollution toward the end of episodes. 

Other potential causes or contributors to episodes identified in this work include the 

following: 

 Enhanced actinic flux over high albedo (snow) surfaces likely plays a role in 

enhancing OH, aerosol NO3, and SO4 concentrations during some episodes.  This 

albedo increase can increase actinic flux by 80% relative to snow free periods, and 

this effect is not represented in CMAQ 4.7.1 (used in this study).   

 Elevated nitrate levels during episodes are attributable to nitrate formed near the 

surface during the day in urban areas, and over rural areas from nitric acid formed 

aloft at night by heterogeneous processes 

 

6.2 Nitric acid sources 

A new contribution of this work is the use of process analysis to estimate the vertical 

profile and daytime (OH induced) versus nighttime (NO3/N2O5 induced) nitrate formation.  The 

nighttime pathway was found to be larger than the daytime pathway at both Milwaukee and 

especially at Mayville (when rates were averaged across elevations from 0-500 m).  At the rural 

Mayville site, the nighttime pathway was especially large relative to the daytime pathway.  Phase 

II modeling found that modeled nitrate production is higher over Mayville and other rural areas 

in the region than over urban areas with local NOx sources. Since this nitrate formation takes 

place mostly near the top of the nocturnal PBL, it can only be directly observed by elevated 

monitors, aircraft, sondes, or potentially LIDAR.  The pronounced vertical gradients in nitrate 

production rate (and variety of pathways) increases the difficulty of successful episode 

simulation, and increases the sensitivity of the model results to vertical transport and boundary 

layer representation, since vertical transport determines the concentrations of reactants for nitrate 

production, as well as the mixing downward of the products.    

 

6.3 Thermodynamic sensitivity 

Modeled PM2.5 and nitrate concentrations throughout the region, in both urban and rural 

areas, are more responsive to NH3 reductions than to NOx reductions. This is consistent with the 

Phase I (observation-based) finding that episodes were approximately equally sensitive to 

percentage reductions in nitrate relative to reductions in ammonia.  But the Phase II model is 
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able to quantify the impact of a NOx reduction on total nitrate (with a result of approximate 1% 

reduction in total nitrate per 3% reduction in NOx).  This result was reproduced by separate and 

independent model runs sharing very similar emissions but different meteorology and using 

CAMx instead of CMAQ.  The quantitative values of the relative sensitivity were not evaluated, 

so quantitative sensitivities in this report are from the University of Iowa CMAQ simulations.   

If sensitivity is assessed starting from a 2015 proxy emission (with substantial SO2 

reductions anticipated due to the Cross-State Air Pollution Rule and ongoing mobile NOx 

reductions associated with U.S. EPA tailpipe and fuel economy standards), sensitivity of PM2.5 to 

ammonia decreases slightly, for example with the 30% NH3 reduction yielding a 9% PM2.5 

reduction during Milwaukee episodes relative to the base case simulations, and an 8% PM2.5 

reduction if starting from the 2015 proxy case.  Sensitivity to NOx controls are enhanced by first 

implementing the 2015 proxy emissions; although the implementation of the 2015 proxy case 

narrows the gap between the NH3-PM2.5 sensitivity and the NOx-PM2.5 sensitivity, it does not 

change the ordering, as shown in Figure 5.4.3.  In other words, the percentage NH3 reduction 

remains more effective at PM2.5 reduction than the percentage NOx reduction, even if starting 

from the 2015 proxy case.  These results are applicable to the upper Midwest and will vary in 

regions with different relative amounts of ammonia, nitrate and sulfate.   Gas ratio was found to 

vary greatly across the region, and gas ratio is a good predictor of the spatial variability in 

sensitivity to emissions reductions. 

 

6.4 Importance of feedbacks 

Feedbacks were identified by 3D modeling which further favor PM2.5 sensitivity to 

ammonia relative to that from NOx.   The first feedback is the decreased lifetime of nitrate under 

ammonia controls, and the second is increases in sulfate as a result of NOx controls.   

These results are qualitatively consistent with the Phase I observation-based sensitivities 

but quantitatively quite different.  The conceptual model needs to acknowledge that significant 

feedbacks exist within the system, such that reduction in one gas phase precursor (e.g. NOx) 

influences all inorganic species, and even organic and crustal species.  A simplistic view of the 

system with an inorganic precursor influencing only the concentration of its product species (e.g. 

NOx, HNO3(g), and nitrate aerosol) will fail to quantitatively capture the system behavior. 

Other feedbacks potentially exist in the system but have not yet been explored.  These 
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include effects of inorganic precursor control on elemental and organic carbonaceous aerosols 

through changes in aerosol composition, pH, and hygroscopicity resulting from changes in 

inorganic species.  Feedbacks through the heterogeneous hydrolysis of N2O5 and its dependence 

on aerosol loading and aerosol chemistry are also possible.  The process analysis tool is an 

effective tool for exploring potential feedbacks in the CMAQ modeling system. 

 

6.5 Local versus regional nature of episodes 

Episodes are marked by suppressed export to the free troposphere and reduced impact of 

long-range hemispheric transport, suggesting that local and regional controls will have influence 

on episode conditions.  Simulations using localized reductions in NOx and NH3 (limited to 250 

km or 60 km around Milwaukee) found that localized NH3 reductions are fairly effective when 

compared to domain-wide NH3 reductions and that the PM2.5 reductions from the NH3 reduction 

occur in the same location as the emission controls.   Contrary to the conceptual idea that 

episodes are stagnant periods and are therefore characterized by local NOx→nitrate conversion, 

localized reductions in NOx have fairly limited impacts at the site of the emission control.  

Although small, the largest reduction in PM2.5 from 60 km localized controls on NOx at 

Milwaukee were simulated to occur in Chicago (not in the area of the emissions reduction).  

Furthermore, localized increases in PM2.5 (insignificant in magnitude) were simulated, 

presumably due to increased O3 and subsequent nitrate.   

The observationally-constrained results for the median percentage reduction in inorganic 

PM2.5 during episodes were 18, 11, and 3% for NH3 controls at domain-wide, 250 km, and 60 

km, respectively.  The corresponding results for NOx controls were 3, 0 and 0%.  Domain-wide 

30% NOx reduction resulted in a modeled change in total nitrate at Milwaukee during high PM 

hours of 0.6 µg m-3, while the 250 km NOx controls only resulted in a median reduction in nitrate 

of 0.06 µg m-3.  The interpretation of these results is that approximately 90% of the nitrate 

aerosol during episodes is ultimately from NOx emissions outside of the 250 km region.  

Although not confirmed by process analysis of the local reduction cases, this is logical given that 

the precursor to nitrate in both the daytime and nighttime pathways is NO2 not NO; NOx controls 

primarily influence the NO concentrations.   
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6.6 Complexity of Wintertime Episodes 

Perhaps the most important conclusion from this study regarding the conceptual model of 

wintertime episodes is that they are considerably more complex than can be represented by a 

simple conceptual model.  

It is worth considering the value of further refinement of a single conceptual framework 

for understanding wintertime episodes.   The interplay of processes involved in determining the 

location, timing and intensity of any single episode (e.g. daytime and nighttime chemistry, 

boundary layer dynamics, large vertical gradients in key chemical production pathways, and 

snow and fog impacts on radiation, energy budgets, relative humidity, and gas and particle 

lifetime) makes creation of a single conceptual model difficult.  Future efforts may need to focus 

on understanding differences between episodes, on organizing episodes into subcategories of 

conceptual models, and on seeing how well 3D models reproduce episode variability.   

 

6.7 Future Improvements to 3D Models and to Conceptual Models 

Modeling of non-episode periods is characterized by relatively low biases and low errors 

due to correctly-simulated long-range transport of regional secondary species and reasonably 

well-modeled local contributions of primary species.  During episodes, reduced transport and 

reduced vertical ventilation enhance model sensitivity to local emissions, localized secondary 

formation chemistry, and localized boundary layer meteorology.  Variability in the accuracy of 

these modeled emissions and processes has more influence on model skill versus surface 

measurements during episodes, and this explains a large fraction of the increased variability and 

decreased skill of the 3D model during episodes.  

Our assessment is that the current conceptual model of the episodes (as revised in this 

work) represents a large fraction of the relevant chemistry and meteorology involved in these 

wintertime episodes in the upper Midwest.  It is encouraging that almost all factors in the 

conceptual model are reproduced in the 3D modeling system implemented here.  Because the 

relevant meteorology, physics, and chemistry are included in WRF and CMAQ, this leads to a 

level of skill1 that is sufficient for (a) understanding what contributes to episodes (after averaging 

over several modeled episodes); and (b) testing the impact of emission scenarios on average 

                                                 
1 The quantitative measures of model skill during episodes can be found in section 3.  See particularly Table 3.1.1, 
sections 3.3, 3.4, and 3.5.  Also section 3.10 which contrasts the skill of the CAMx and CMAQ model runs, which 
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episode frequency and severity.  Furthermore, the current state of the science model is capable of 

simulating the occurrence (but not exact timing, duration, or severity) of most but not all 

episodes.   

Our work further suggests that limitations in the current modeling system prevent reliable 

accurate simulation of episode severity.  Of particular note are difficulties in accurate simulation 

of episode nitrate, with Table 3.1.1 categorizing episode nitrate as problematic in 1 of 3 months 

at Milwaukee and 2 of 3 months at Mayville.  This nitrate underprediction was not seen in the 

CAMx implementation (in fact nitrate was overpredicted in that implementation); therefore, 

much of the limitation in skill for episode nitrate may be tied to the specific meteorological input 

used in the University of Iowa CMAQ simulation.  Major changes to the implementation of the 

3D model would be required for more accurate forecasting (e.g. high accuracy simulation of 

intensity and onset time of a high fraction of episodes with a low incidence of false positives).   

Progress in forecasting and simulation probably lies in changes in photolysis modules, NH3 

fluxes (net emissions and bi-directional deposition), and data assimilation of meteorological 

variables.  Further consideration of the role of organics in episodes, informed by measurements, 

is also recommended.   

Future observational studies would benefit from adding measurement of the boundary 

layer evolution through co-located instrumentation such as LIDAR, ceilometer, or SODAR.  

Measurements of a greater range of compounds in the NOy system, including elevated 

measurements, would be useful constraints, including OH, HO2, N2O5, NO3 radical and HONO.  

Organic species have a large contribution to episodes, particularly at the urban location, and 

measurements suitable for source apportionment of OC and determining secondary biogenic, 

secondary anthropogenic, biomass burning, and other primary contributions during episodes 

would aid in further advancing the conceptual model and informing policy-relevant emissions 

scenarios.  Modeling indicates a large contribution of “other” modeled primary aerosol mass 

during episodes, and time resolved measurements of metals and a wider range of cations would 

help quantify this contribution to episodes and test the models representation of “other PM” 

sources such as road and agricultural dust.  

Improving on the WNS Phase II CMAQ modeling will require improvements to 

emissions, meteorology, and model processes. First, results highlight pronounced negative bias 

                                                                                                                                                             
used different 3D models and different WRF meteorology runs.   
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in total ammonia and total nitrate concentrations, even during non-episode periods.  The negative 

bias is more than can be attributed to model process errors in light of performance for other 

species. These suggest insufficient  wintertime ammonia emissions in the 2007/2008 LADCO 

Base C inventory for representing observed conditions in early 2009, or too much depositional 

loss in the model. Results indicate a potential area for improvement using a process-based 

ammonia model that includes effects of daily weather variability on emissions rates. Modeled 

daily or hourly variability in anthropogenic emissions in response to weather would also help. 

Weather affects mobile emissions through emissions factors, speeds and travel rates. It also 

impacts natural gas use, electricity consumption, and wood combustion for home heating, which 

can be accounted for using observed and modeled Heating Degree Days. Next, meteorology 

modeling would need additional direct observational constraint to better match observed features 

and reduce persistent biases in temperature, wind speed, and RH. Variational data assimilation 

would likely lead to better predictions than nudging, by incorporating dynamic processes in the 

constraint. Constraining snowfall, snow cover, and surface moisture flux using an assimilated 

analysis like SNODAS would help, too. Finally, model process improvements are clearly needed. 

The inclusion of inline photolysis rate calculation and the effects of surface albedo on photolysis 

in CMAQ based on modeled clouds and trace gas and aerosol concentrations will likely improve 

results for not only direct chemical reactions, but also for all concentrations affected indirectly by 

more accurate and more dynamic OH radical concentrations. A treatment of OA aging that better 

resolves functional differences in volatility and composition than CMAQ’s current lumped semi-

volatile precursor scheme would allow for better simulation of episodic OC increases. Modeling 

at higher horizontal resolution may also help. 
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7.   CONCLUSIONS 

Please note that this section includes the combined conclusions from Phase I and Phase II of the  

LADCO Winter Nitrate Study (WNS).   

7.1  Overview 

Analysis of air quality and related measurements obtained during the LADCO Winter Nitrate Study was 

performed in order to better understand wintertime episodes of elevated fine particle (PM2.5) 

concentrations in the Midwest.  The Phase I study focused on evaluating and comparing the high time 

resolution surface observations taken during the three-month period (1 January - 31 March, 2009) at an 

urban Milwaukee site and a rural site in Mayville, Wisconsin. These were also contrasted with 

simultaneous measurements taken using similar instrumentation in the SEARCH network.  The 

Milwaukee site (DNR-SERHQ monitor, AQS 55-079-0026) is subjected to higher levels of primary 

pollutants from nearby highways and industry, while the Mayville site (AQS 55-027-0007), located 65 

km northwest of Milwaukee, is largely surrounded by agricultural fields, and is more representative of 

regional background conditions.  The measurements analyzed at these sites included unspeciated hourly 

PM2.5 mass (TEOM, hourly), speciated PM2.5 FRM mass (SASS, 24 hour average every 3 days), inorganic 

gas and aerosol species concentrations (ARA, hourly), precursor gas phase concentrations (denuder, 24 

hour average), and various surface meteorological parameters. All data used in the analysis went through 

QA checks, and the iCAMS continuous monitor concentrations were evaluated and in some cases 

adjusted for consistency with co-located denuder and filter measurements. 

In Phase II of this project, simulations of the WNS study period over a north central U.S. 

subdomain with a 12 km resolution using the Community Multiscale Air Quality model (CMAQ v. 4.7.1) 

and meteorology from the Weather Research and Forecasting model (WRF ARW v. 3.3) were performed 

to: (i) assess the capability of the CMAQ model in predicting fine particle concentrations at urban and 

rural locations during periods with observed episodes; (ii) quantify the contribution of nitrate formation 

pathways and transport processes to particulate episodes; (iii) estimate the efficacy of NOx, NH3, and SO2 

emission controls on reducing episode intensity and identify important emission sources during 

wintertime episodes and determine whether they are local or a result of regional transport; and (iv) refine 

the conceptual understanding of these episodes. 
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7.2 Observation highlights 

Observations during episode periods were contrasted with those during non-episode periods. Wintertime 

PM2.5 episodes were defined as periods where the seven-hour running average concentrations exceeded 27 

µg m-3 for at least four consecutive hours.  Thirteen episodes were identified at the Milwaukee site, and 

seven were identified at Mayville.  There were no rural-only episodes, as all episodes at Mayville were 

concurrent with Milwaukee episodes.   The Milwaukee-only (local) episodes occurred in late February 

and March.  Analysis of the species mass concentrations and their diurnal variations revealed the 

following:  

 The diurnal patterns for PM2.5 at both sites were very flat during episodes and non-episodes, with 

a slight (a few microgram per m3) increase at Milwaukee during episodes at 8 AM.  This suggests 

that large variations in PM2.5 in Wisconsin are caused by synoptic disturbance rather than cyclical 

diurnal changes in boundary layer height and wind speed.   

 Episodes (except Milwaukee-only episodes) were characterized by strong enhancements in total 

nitrate; however, sites differed in terms of which species were enhanced the most during 

episodes.  Episodes had lower ozone concentrations throughout the day. 

 During episodes, total nitrate concentrations were about doubled over average concentrations at 

Milwaukee and tripled at Mayville. About 80% of total nitrate existed in the aerosol phase at 

these sites, but the partitioning of total nitrate towards the aerosol phase was even stronger (about 

90%) during episodes.  

 Total ammonia also increased during episodes by a factor of 1.5-2.2. This increase can be 

attributed almost entirely to an increase in ammonium in the aerosol phase, while gas phase 

ammonia stayed about at the same level during episodes (Milwaukee) or even decreased 

(Mayville).  

 Gas ratios, an indicator of ammonia availability, decreased slightly as PM2.5 increased at these 

sites (although within the margin of error at Milwaukee).  The gas ratios in Milwaukee were 

slightly higher than in Mayville (e.g. 3.1 vs. 2.2 during non-episode hours and 2.5 vs. 2.1 during 

all hours).   During episodes, gas ratios decreased to 2.5 (Milwaukee) and 1.25 (Mayville).  The 

observation that total nitrate concentrations increase more rapidly than total ammonia during most 

episodes is important to the understanding and control of the episodes, and requires further 

investigation.  Enhancement ratios of total ammonia during episodes were similar to those of 

primary pollutants (OC, EC, NOx) and less than the enhancement ratios of total nitrate. 

 NOy values were much higher at the urban site (26 ppb) than at the rural site (6 ppb).  The main 

difference was in NO, due to local point and area NOx sources in Milwaukee.  
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 Milwaukee only-episodes were characterized by the strongest enhancements in sulfate, EC, and 

OC.   

 Analysis of extensive OC/EC ratios for the Milwaukee and Mayville sites for the period Jan 2001 

to Oct 2009 was done to look for patterns as a function of season, ozone levels, RH, temperature, 

and PM2.5 concentration.  The analysis confirmed the current conceptual model of OC 

contributions at these sites, with secondary organic carbon (and the associated increase in OC/EC 

ratios) only appearing during summer.  OC/EC ratios decreased as PM2.5 increased in winter. 

 

7.3 Contrast with SEARCH Sites in Georgia 

To help place the results for the Wisconsin sites in context, the analysis was repeated for an urban-rural 

pair in Georgia. The SEARCH network urban site in Atlanta (Jefferson Street) and the rural site in 

Yorkville, were selected to provide data in a winter environment that had warmer temperatures and less 

nitrate pollution. There were fewer PM2.5 episodes in the period studied at the urban site in Atlanta, 

Georgia (6) than in Milwaukee.  The mean and episode conditions at the Georgia sites displayed a slightly 

more distinctive diurnal pattern than that at the Wisconsin sites, with a peak at 09:00 and a minimum at 

13:00.  Despite comparable O3 levels (22 ppb mean in Milwaukee, 20 ppb mean in Atlanta) and 

comparable NO2 levels (16 ppb in Milwaukee, 17 ppb in Atlanta), the total nitrate levels in Milwaukee 

were on average 2.5 times higher than in Atlanta.  These results indicate that nitrate is not much involved 

in Georgia wintertime episodes. This is due primarily to higher temperatures in Georgia, along with less 

favorable nighttime conversion from NO2 to nitrate, and compounded by the longer lifetime of aerosol 

nitrate relative to nitric acid gas (on average 62% aerosol fraction for nitrate in Atlanta, versus 91% 

aerosol fraction in Milwaukee).  The total ammonia level in Atlanta was 2.1μg m-3, with 61% in the 

aerosol phase.  For Milwaukee, the total ammonia level was 3.3 μg m-3 with 64% in the aerosol phase.  

 

7.4 Meteorological Conditions 

The meteorological conditions for the Midwest winter PM2.5 episodes were also analyzed. The number of 

episodes of PM2.5 particle pollution during the 2009 study period was above recent (2002-2008) average 

levels at both monitoring sites, but was close to average at the regional level. The 2009 winter period was 

one that featured considerable departures from the 1971-2000 climatology, with a colder, drier January, a 

warmer February, and a March with unusually high precipitation. All fine particle episodes in the 2009 

period studied began under similar synoptic conditions, characterized by an approaching high level 

ridge/surface low pressure system moving into the region. Milwaukee-only episodes were defined 

throughout primarily by high relative humidity; low pressure; lower visibility; and lighter, more southerly 

winds defined episodes occurring at both sites. Mayville experienced the same local meteorological 
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changes as Milwaukee during the Milwaukee-only episodes, even when local fine particle concentrations 

were not high enough to qualify as an episode.  Fog and snow cover were both correlated with episode 

intensity. Fog was typically due to melting and sublimation of snow cover. Fog accompanied events at 

Mayville more often than at Milwaukee. Regional snow cover was present over southeastern Wisconsin 

and northern Illinois at the onset of late winter episodes and usually melted by the end of the episode, 

contributing moisture to the shallow boundary layer.  

 

7.5 Modeling System 

Regional chemical transport simulations were conducted at 36 km resolution over the continental U.S. 

and at 12 km resolution over a north central U.S. subdomain using the Community Multiscale Air Quality 

model (CMAQ v. 4.7.1) and meteorology simulated with the Weather Research and Forecasting model 

(WRF ARW v. 3.3). Modeling was designed to resolve regional-scale phenomena and represent typical 

capabilities of the 2010-2011 state-of-the-science of regional models in forecasting, applied research, and 

regulatory applications. Emissions were based on the May 2011 version of the LADCO 2007/2008 Base 

C anthropogenic inventory (LADCO, 2010).  For states in the Upper Midwest, LADCO’s 2007 emissions 

data were used for EGU point, non-road, and on-road sources, and 2008 emissions data were used for 

non-EGU point and area sources.  EPA’s new MOVES2010a model was used with national default inputs 

to produce on-road emissions.  EPA’s NMIM2008 model was used to produce emissions for most off-

road sources. 

Science question: Can photochemical models accurately predict fine particle concentrations 

during observed episodes? 

Our assessment is that the current conceptual model of the episodes (as revised in this 

work) represents a large fraction of the relevant chemistry and meteorology involved in 

these wintertime episodes in the upper Midwest.  Considering the uncertainties 

introduced by the emission inventories and the lack of data on a number of important 

parameters (PBL, vertical profiles), it is encouraging that almost all factors in the 

conceptual model are reproduced in the 3D modeling system implemented here.  Because 

the relevant meteorology, physics, and chemistry are included in WRF and CMAQ, this 

leads to a level of skill sufficient for (a) understanding what contributes to episodes (after 

averaging over several modeled episodes); and (b) testing the impact of emission 

scenarios on average episode frequency and severity.  Furthermore, the current state-of-

the-science model is capable of simulating the occurrence (but not exact timing, duration, 
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or severity) of most but not all episodes.  The model showed significant negative bias for 

PM2.5 in some months, for aerosol nitrate, and for ammonia, as shown in Table 7.1. 

Meteorological model performance was evaluated using hourly measurements from the 

LADCO WNS sites. CMAQ air quality model concentrations were evaluated using 

regional AQS, STN, and IMPROVE monitors, and in detail against hourly measurements 

at the LADCO WNS sites. The base (with snow) and no snow meteorology cases both 

have acceptable bias statistics but unacceptably large error statistics. Simulations can be 

characterized by fairly good prediction skill for non-episode periods, and by variable skill 

for particular simulation hours and simulation days.  For some statistics, the base 

meteorology is superior, while for others the no snow meteorology is better. There is no 

clearly superior meteorology in terms of simulating PM2.5 episodes.  WRF modeled PBL 

heights at Green Bay were evaluated and found to have fairly good skill, with periods of 

low mixed layer height reproduced in the model.  The model PBL had extended periods 

of low PBL in March that were not present in the measurements, and periods of high PBL 

relative to measurements in January.   

 

Table 7.1.1  Summary of key performance statistics.  Mayville and Milwaukee comparison are based on 
paired hourly values, while IMPROVE and STN are based on paired 24 hr values at sites throughout the 
12 km domain, which has as corners Oklahoma (SW), North Carolina (SE), New York (NE) and 
Northeastern North Dakota (NW).  Non-episode hours (NonE) are separated from episode hours (E) and 
January (J), February (F), and March (M) are separated. 
  Mayville Milwaukee IMPROVE STN 
Species Statistic NonE E NonE E J F M J F  M 
PM2.5 Model µg m-3 11.9 18.9 13.1 28.8 6.5 8.5 11.0 12.0 15.0 20.0 
 Observed 10.3 33.3 13.1 35.8 6.6 7.0 7.3 12.9 12.7 10.7 
 FB 0.16 -0.56 -0.09 -0.24 -0.04 0.15 0.28 -0.13 0.11 0.39 
 FE 0.54 0.56 0.46 0.42 0.46 0.38 0.52 0.52 0.47 0.60 
Aerosol 
Nitrate 

Model µg m-3 4.6 7.2 3.3 7.4    2.5 2.4 4.1 
Observed 3.8 14.9 3.0 11.2    3.5 3.1 2.3 
FB 0.05 -0.68 0.01 -0.52    -0.52 -0.34 0.24 
FE 0.66 0.78 0.70 0.70    0.86 0.76 0.81 

NH3(g) Model ppb 0.9 0.8 0.5 0.6       
 Observed 2.5 1.6 2.2 2.7       
 FB -1.06 -1.06 -1.29 -1.31       
 FE 1.15 1.33 1.32 1.37       
Number of Episodes in 
Observations 

7 13 
      

Number of Observed 
Episodes with Simulated 
Counterpart 

4 10 
      

Number of “False 
Positive” CMAQ 
Episodes 

4 2 
      



LADCO Winter Nitrate Study – Phase I Report – May 2012 – Univ. of Iowa & Univ. of Illinois    7-6 
 

 

Using only classification of bias according to Morris et al. (2005), model skill for PM2.5 is 

classified as “excellent” during Milwaukee episodes, and “average” (due to low bias) 

during Mayville episodes. Classifying by error (rather than bias), prediction skill is 

“good” at Milwaukee, and “average” at Mayville.  For nitrate during episodes, the 

classifications using bias are “average” and “problematic” at Milwaukee and Mayville, 

respectively.   A summary of some key performance statistics is provided in Table 7.1 for 

the base case meteorology. Shading is based on performance criteria from section 3, 

where green is excellent, yellow is good, orange is average, and grey is problematic. 

 

When evaluating if the observed episodes were simulated by CMAQ (with simulated 

defined as CMAQ producing a 7-hour average PM2.5 concentration of 25 µg m-3 during 

the episode, or within 12 hours before or after the observed episode), 10 of 13 of the 

Milwaukee episodes were simulated successfully. At the Mayville site, 4 of 7 episodes 

were simulated by this metric. The missed episodes were all in January and February. On 

the other hand, if CMAQ had been used for episode forecasting, several false positive 

episodes would have been forecasted. Allowing for differences in the absolute PM2.5 

prediction skill, the model skill was fairly good.  

Science question:  Do photochemical models effectively simulate aerosol composition and 

gas ratios during wintertime episodes, and do they simulate the differences with 

composition on days with lower concentrations? 

The all-hours periods (grand average concentrations) have absolute concentrations and 

relative contributions reproduced well when using the base meteorology.  Episodes were 

(on average) predicted with negative bias (i.e. underprediction). Key species not 

simulated as well as others during episodes include OC (negative bias), nitrate (negative 

bias), and ammonia (negative bias). Un-identified PM2.5 in the observations and in the 

predictions  (other PM2.5 in CMAQ) comprise a significant amount of the PM2.5 mass, 

more so at Milwaukee than at Mayville. The ammonium and nitrate fractions were too 

low during episodes.  Evaluating gas species by fractional bias only according to bias 

using all episodes and base meteorology, the performance for Milwaukee was classified 

as problematic for NH3 (large negative bias), excellent for NOx and NOy, good for NO, 

and average for O3.  For Mayville, NH3 was problematic during episodes (negative bias) 

while O3 was good, and NOy and SO2 showed average performance.  Several of these 
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species had weaker performance when evaluated based on fractional error, or when 

analyzed for specific episodes.  CMAQ showed unbiased or positively biased EC 

predictions, coupled with negative bias for OC, leading to systematically low OC/EC 

ratios. This suggests possible errors in the emissions of EC and/or OC.  Comparison of 

modeled and measured enhancement ratios relative to that of PM2.5 tell a consistent story, 

that the model is underestimating secondary aerosol (nitrate, sulfate and possibly SOA) in 

episodes.  The gas ratio in simulations was generally too low (1.0-1.5) versus 

observations (2-3) except during episodes, when measured gas ratios decreased (on 

average) to below 1.5.   

Science Question:  How does model skill of CMAQ and CAMx compare for the two 

Wisconsin sites? 

Qualitative intercomparison can be found in section 3.10.  A quantitative comparison of 

model skill was not completed.  Appendix 3.2 gives a summary of the CAMx model 

results, and visual inspection shows performance by the CAMx run as equal to or 

possibly surpassing the CMAQ run in several respects.  The negative bias during January 

episodes and the positive bias during March episodes shown by the CMAQ simulation 

were not as severe in the CAMx simulation (positive bias existed in March in CAMx but 

the increase in positive bias from January to March was less pronounced).  The CAMx 

run had a different meteorology with lower temperature RSME, but with too strong a 

diurnal pattern in PM2.5 compared to observations.   

Science Question: How does model-measurement skill compare, especially for nitric acid 

and total nitrate, using CMAQ and PMCAMx, at all four sites.   

The CAMx run was not evaluated for the Georgia sites.  The 36 km CMAQ run was 

evaluated for the Georgia sites (section 3.9), and its performance was compared to the 12 

km CMAQ run at the Wisconsin sites.  Nitrate exhibits a positive bias at the Georgia sites 

during “all hours” periods and a slightly negative bias during episodes, but is a relatively 

minor contributor to episodes.  Model skill (in terms of R and IOA) for ozone is better in 

the Georgia sites when compared to the Wisconsin sites. Fractional bias for OC model 

skill is also better for Georgia than for the Wisconsin sites. Gas phase ammonia is 

negatively biased for the Georgia sites in approximately the same magnitude as in the 

Wisconsin sites. Underprediction of organic carbon during the episodes is the most 

important limiting factor for better episode prediction by CMAQ for the Georgia sites.   
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Additional discussion of model results:  The analysis of averaged diurnal cycles confirms the above-

mentioned findings that the model performs well during non-episodes, but underpredicts PM2.5 during 

episodes. The failure of the model to replicate the diurnal cycle of aerosol sulfate with a maximum during 

the midday may point to an underprediction of OH. A weekday-weekend effect, which is apparent in the 

observations in NO2 and O3, is not replicated in the model since the model emissions do not distinguish 

between weekend and weekday. 

The model showed very different performance characteristics in each month.  This seems to be 

mainly because of a shift toward lower boundary layer heights in March in the base case meteorology.   

It is difficult to separate the influence of ventilation and PBL height on the model to that of 

chemical formation.  Note that the estimation of PBL height was based on WRF calculations only and 

only limited evaluation (vs. sonde data from Green Bay, WI) was conducted. In an attempt to rank 

contributing factors to model skill, the following rankings were developed in section 3: 

 Milwaukee (all hours and episodes):  boundary layer meteorology > nitrate/NOy chemistry, 

emissions, deposition and transport > organic aerosols > ammonia > sulfate 

 Mayville (all hours): organic aerosols > nitrate/NOy chemistry, emissions, deposition and 

transport > sulfate > ammonia > boundary layer meteorology 

 Mayville (episode hours): nitrate/NOy chemistry, emissions, deposition and transport > 

organic aerosols ~ sulfate > ammonia ~ boundary layer meteorology   

Enhanced actinic flux over high albedo (snow) surfaces, evaluated using CMAQ model output 

and radiation measurements from Bondville, IL, likely plays a role in enhancing OH, aerosol NO3, and 

SO4 concentrations during some episodes.  This albedo increase can increase actinic flux by 80% relative 

to snow free periods, and this effect is not represented in CMAQ 4.7.1   

7.6  Source Contributions 

Science Question: What are the primary emission sources during wintertime episodes? Are 

these sources local or regional in nature? Are there significant differences in PM2.5 source 

regions/sectors during wintertime episodes between rural and urban sites? 

Back trajectory analysis showed that during most episodes the air masses had recently 

passed over Illinois and Indiana.  Trajectory analysis further showed that air pollution 

transport from Milwaukee to Mayville during episodes was rare, although this conclusion 

is uncertain due to the coarse resolution in the meteorological fields.  Directional source 

analysis based on pollution roses, bivariate polar plots (concentration, wind speed, wind 
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direction), and conditional probability function plots found strong directionality for NOx 

at Milwaukee, with high concentrations measured when winds blew from SW – S at wind 

speeds less than 2 ms-1.  This site is located at 700 meter east of interstate 43 and 2.8 km 

north of interstate 794. NH3 gas showed SW-WSW directionality at both sites, suggesting 

that this may not be indicative of local sources.  PM2.5 showed no directional dependence 

at either site.  At Mayville, NH3 and NOy were elevated during periods of southwesterly 

winds and southeasterly winds, respectively.  Bivariate polar plots of PM2.5 during 

episodes showed that the most frequent wind direction was SE, and in this direction 

higher wind speeds showed higher PM concentrations, possibly indicating some urban-

to-rural transport from Milwaukee to Mayville. Conditional probability functions for NOy 

and SO2 at Mayville also showed peak levels under SE winds. It should be noted that the 

S-SE wind direction is also favorable for summer O3 formation in this area, when of 

precursors are imported from south of the WI-IL border. SE wind conditions deliver PM 

and PM precursors to areas well inland from Lake Michigan and not necessarily just from 

local areas. 

 Strong directionality was found at Jefferson St. for NOx indicating local 

contributions from nearby sources (i.e., there are railroad yards located within 2 km 

radius).  SO2 at this site showed high directionality with NW winds, where the large 

Atlanta Railroad station is located.  Yorkville, located in a rural area without large 

anthropogenic combustion sources, showed a weak SE directionality (toward Atlanta) for 

NOx and SO2.  For NOx, the SE directionality was strongest for higher wind speeds, 

suggesting urban to rural transport.  

 Detailed analysis of the temperature, NOx, total ammonia, and NH3(g) time series 

was conducted for Milwaukee and Mayville.  Differences in the relationships between 

these species, particularly the correlation of high NOx and NH3 during some periods at 

Milwaukee, indicate that part of the NH3 in Milwaukee is from combustion sources.  

Because of the increase in the rural ammonia sources from January to March, the phase I 

urban excess calculation for total ammonia (which averaged across all three months) may 

not be indicative of the localized ammonia sources in Milwaukee.  In January, the urban 

excess of total ammonia is 1.2 µg m-3, and by March it is -0.3 µg m-3.   

Science question: When episode conditions appear to move from location to location (e.g. 

Iowa on day 1, Wisconsin on day 2, Ohio on day 3, etc.) as synoptic meteorological systems 

move across the region, how much of the increase in fine particles is due to local 

accumulation/production of PM and how much is due to aerosol transport in the air mass?  
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Phase II modeling and review of animations of model components indicate that (a) there 

is a mixture of transport and local accumulation/production, (b) the fraction of transport 

for secondary species is high; and (c) the mixture varies from episode-to-episode.  See for 

example Figure 4.12 and associated text.  Simulations with reductions in NOx limited to a 

60 or 250 km area around Milwaukee indicated that the contribution from locally emitted 

NOx is minor, with over 90% of nitrate (or nitrate precursors) originating from farther 

than 250 km.  Simulations with localized reductions in NH3 indicate that local NH3 

reductions can influence PM2.5 concentrations.  Although the simulations were for NH3 

reductions, presumably localized NH3 emission increases can increase ammonium nitrate 

concentrations.   

 

Further information on the local vs. transport question comes from the Phase I report, 

section 6, where the urban excess during episodes was quantified.  Presumably both sites 

experience similar transported contribution to episodes (although some of the Mayville 

PM2.5 is local in nature or possibly from Milwaukee, so this is a lower bound on the local 

contribution and an upper bound on the transported component).  Urban excess during 

episodes was most pronounced for OC (6.6 µg m-3), EC (0.7 µg m-3), and the sum of 

ammonium, nitrate, and sulfate was ~1.0 µg m-3.  Total PM2.5 excess was 9.0 µg m-3, 

relative to a rural concentration of 31 µg m-3.  In other words, observational evidence 

seems to support a local component in Milwaukee of at least 9 of 39 (23%) with up to 

77% as transported.  The inorganic local urban excess is much smaller, with a lower 

bound of about 1 of 26 (4%).     

 

7.7 Nitrate Formation and Other Gas Phase Chemistry 

The findings from this study indicate that a key to understanding winter PM2.5 in the Midwest is a 

better understanding of what controls total nitrate levels.  A literature review was conducted to summarize 

the state of scientific understanding on daytime nitric acid production and nighttime heterogeneous 

nitrogen chemistry.  In the absence of sunlight, gaseous nitrogen dioxide (NO2) reacts with ozone to 

produce the nitrate radical  (NO3). This reaction is followed by the conversion of NO3 to dinitrogen 

pentoxide (N2O5) and eventually to HNO3. The last step involves the heterogeneous hydrolysis of N2O5 

on or in aqueous aerosol particles. Since NO3 is rapidly photolyzed, the dominant pathway for HNO3 

production during daytime is via reaction of NO2 with the hydroxyl radical (OH), which produces gaseous 
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nitric acid.  In general the modeling results indicate that the net conversion (production - removal) of NOx 

to total nitrate is underestimated.  

Science Question: How important is nighttime nitrate formation? 

The CMAQ integrated process rate (IPR) analysis and integrated reaction rate analysis 

(IRR) was used to investigate the processes impacting aerosol nitrate concentrations 

during episode and non-episode periods. While these modeling tools allow a deeper 

insight into the involved processes, it should be kept in mind that these findings could not 

be validated with observations. The analysis shows that the maximum nitric acid 

production occurs 50-200 m above the surface and with transport to the surface via 

vertical diffusion, where aerosol nitrate is formed. Aerosol nitrate is then removed largely 

by dry deposition and transported upwards via vertical diffusion. The aerosol production 

rate was significantly higher for episode periods (by ~33%). At Milwaukee near the 

ground (model layer 1) the daytime formation pathway for nitric acid was found to 

dominate. The average production rate due to the reaction of OH and NO2 was 0.075 

ppb/h versus 0.044 ppb/h due to nighttime chemistry. Regarding the nighttime pathway, 

the heterogeneous reaction of N2O5 was found to be larger than the homogeneous 

reactions by a factor of 4. The importance of the daytime pathway decreased for higher 

altitudes. For layer 10 (about 500 m above the surface) the production rate via the 

daytime pathway was 0.027 ppb/h compared to 0.062 ppb/h via the nighttime pathways. 

For Mayville the relative magnitude of the nighttime pathways was larger than that of the 

daytime pathway, 0.103 ppb/h versus 0.038 ppb/h. The spatial distribution of aerosol 

nitrate formation was also investigated and shown to vary significantly spatially and on 

synoptic time scales.  

7.8 Revisions to the Conceptual Model of Wintertime Episodes 

Please see section 6 for a complete discussion, but the most important refinements to the 

conceptual model are: 

 The wintertime simple conceptual model supports the general build-up of periods with elevated 

PM, but additional factors need to be accounted for to understand which events turn into 

episodes. Future refinement in thinking about episodes may come from focusing on differences 

between episodes, on organizing episodes into subcategories of conceptual models, on seeing 
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how well 3D models reproduce episode variability, and further sensitivity simulations to further 

identify key processes. 

 The model results suggest that substantial and atmospherically relevant vertical gradients exist for 

nitrate, nitric acid, and N2O5.  From the CMAQ process analysis it follows that the location for 

peak nitric acid production is from 50-200 m.  The nighttime pathway (through N2O5) was found 

to be larger than the daytime pathway at Milwaukee and even more so at Mayville. Note that 

these findings could not be validated with observations since vertically resolved measurements of 

the chemical species were not available.    

 Significant feedbacks exist within the system, such that reduction in one gas phase precursor (e.g. 

NOx) influences all inorganic species, and even organic and crustal species.   

 Due to the feedbacks mentions above, modeled PM2.5 and nitrate concentrations throughout the 

region, in both urban and rural areas, are much more responsive to NH3 reductions than to NOx 

reductions.  

 

7.9 Sensitivity to Changes in Total Ammonia, Total Nitrate, and to Emissions Reductions 

 The sensitivity of the inorganic aerosol mass to changes in total ammonia, total nitrate, and total 

sulfate was evaluated in phase I using an observational approach involving the ISOROPIA and GFEMN 

thermodynamic models. In phase II, a number of emission sensitivity scenarios were run using CMAQ.  

The direct model sensitivities (e.g. scenario X / base scenario) and an observationally-constrained box 

model output were examined in detail.  The observationally-constrained box model uses the modeled 

fractional change in total ammonia, total nitrate, and total sulfate, and then assesses thermodynamic 

sensitivity in a box model with measured temperature, relative humidity, and measured inorganic 

concentrations adjusted based on the 3D modeled changes in total inorganic concentrations. 

 Phase II emissions scenarios included 30% NOx reduction, 30% NH3 reduction, a 2015 proxy 

case (70% EGU SO2 reduction, 45% reduction in EGU NOx relative to base case, 30% mobile NOx 

reduction), additional NOx and NH3 reduction on top of the 2015 proxy case, and then 30% NOx and NH3 

reductions limited to 60 and 250 km, respectively, around Milwaukee (see section 5.1). 

   

Science Question: What is the relationship between NOx reductions and total nitrate 

reductions? 

Thirty percent NOx control throughout the 12 km domain causes a 10-13% (on average) 

total nitrate reduction in Southern Wisconsin.  Larger fractional reductions are elsewhere 
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(Iowa) and largest absolute TNO3 reductions occur at the Ohio/Indiana/Michigan border, 

and along the Mississippi River from Minneapolis to St. Louis.   

An unanticipated result of the study is that domain wide NH3 controls actually decrease 

TNO3 in Southern Wisconsin more than the NOx controls.  TNO3 reductions of 11-15% 

are modeled in Southern Wisconsin and the reduction extends throughout portions of 

Ohio, Michigan, Illinois, and Indiana.   

Pure NOx reductions have a complicated impact on PM2.5.  The direct-modeled all-hours 

sensitivity is for a small decrease in PM2.5 (up to 4% on average) in the more northern and 

western portions of the domain (which are ammonia rich).  A small PM2.5 increase 

(mostly from sulfate) is modeled from a pure NOx reduction and this occurs in the 

southern portion of the domain.  Direct-modeled impact of a pure NH3 cut of 30% in the 

12 km domain is more straightforward, with up to a 10% PM2.5 reduction occurring 

broadly across Wisconsin, Illinois, Michigan, Indiana and Ohio.  Assuming that the 3D 

modeled fractional changes in total ammonia, total nitrate, and total sulfate are correct, 

the direct modeled sensitivities are likely accurate for episodes in Southern Wisconsin, 

based on comparison of the observationally constrained and direct model sensitivities.  

Accuracy for areas away from Southern Wisconsin has not been assessed in the current 

report.  During non-episode periods, the direct model sensitivities overemphasize the 

effect of NH3 reductions and underestimate the impact of NOx reductions, because of 

negative bias in the model gas ratio in Southern Wisconsin. 

 

Science Question: Which model inaccuracies contribute most to model-measurement error 

for ammonium nitrate.   

Considering only one at a time replacement of variables in a box model, total nitrate is 

the most influential variable by this test.  The tested variables follow the ordering TNO3 > 

TNH3 > SO4 > temperature ~ RH.  See also page 7-8 for additional lists of contributors to 

model-measure divergence. 

Science Question:  Can 3D models be used directly to assess PM sensitivity to emissions 

reductions? 

Based on comparison to an observationally constrained method (that is resistant to some 

errors in a 3D model, mainly due to the use of measured rather than modeled absolute 
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concentrations of sulfate, nitrate, and ammonia) the direct-modeled sensitivities are 

skillful for the LADCO WNS study sites during episodes.  The largest discrepancies 

between direct and observationally constrained sensitivity were found for NH3 controls 

during non-episode periods.   During non-episode periods, the direct model sensitivities 

overemphasize the effect of NH3 reductions and underestimate the impact of NOx 

reductions, because of negative bias in the model gas ratio in Southern Wisconsin. 

Science Question:  Beyond the simple 30% NOx and 30% NH3 reduction scenarios, what 

does the 2015 proxy case tell us about wintertime PM2.5 under large SO2 reductions? 

The observationally constrained method shows a median decrease in episode inorganic 

PM2.5 of 4% (Milwaukee) and 8% (Mayville) for the 2015 proxy case.  This will translate 

to approximately a 3-6% decrease in total PM2.5.  Under the 2015 proxy case, sulfate 

becomes a smaller contributor to episode concentrations, although decreases in sulfate 

concentrations are offset by increased ammonia availability and possibly by increases in 

nitrate lifetime and increases in S-IV to S-VI aqueous chemistry aerosol production 

pathways.   

If sensitivity is assessed starting from a 2015 proxy emission (with substantial SO2 

reductions anticipated due to the Cross-State Air Pollution Rule and ongoing mobile NOx 

reductions associated with U.S. EPA fuel economy standards), the impact of NH3 and 

NOx controls remains similar to the sensitivity as assessed when reductions are assumed 

to start from the base case emissions.  Sensitivity shifts slightly such that the impact of 

NH3 becomes somewhat smaller than it would be starting from the base case, and 

sensitivity to NOx increases slightly.  But the order of sensitivity (i.e. NH3 causes larger 

PM2.5 change than NOx) does not change.  These results are applicable to the upper 

Midwest and will vary in regions with different relative amounts of ammonia, nitrate and 

sulfate.   Gas ratio was found to vary greatly across the region, and gas ratio is a good 

predictor of the spatial variability in sensitivity to emissions reductions. 

7.10 Recommendations 

Future observational studies would benefit from adding measurement of the boundary layer 

evolution through co-located instrumentation such as LIDAR, ceilometer, or SODAR.  Continuous 

measurements of EC, CO and CO2 would be useful tracers of local emissions and should be included in 

future studies, as should measurement of boundary layer height.  Measurements of a greater range of 
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compounds in the NOy system would be useful constraints, including OH, HO2, N2O5, NO3 radical and 

HONO. Importantly, measurements of the relevant species, as well as temperature and humidity, need to 

be collected not only at the surface but also aloft to better constrain model simulations. Organic species 

have a large contribution to episodes, particularly at the urban location, and measurements suitable for 

source apportionment of OC and determining secondary biogenic, secondary anthropogenic, biomass 

burning, and other primary contributions during episodes would aid in further advancing the conceptual 

model and informing policy-relevant emissions scenarios.  Modeling indicates a large contribution of 

“other” modeled primary aerosol mass during episodes, and time resolved measurements of metals and a 

wider range of cations would help quantify this contribution to episodes and test the models 

representation of “other PM” sources such as road and agricultural dust.  

Improving on the WNS Phase II CMAQ modeling will require improvements to emissions, 

meteorology, and model processes. First, results highlight pronounced negative bias in total ammonia and 

total nitrate concentrations, even during non-episode periods.  The negative bias is more than can be 

attributed to model process errors in light of performance for other species. These suggest insufficient 

emissions or too much depositional loss for ammonia 2007/2008 LADCO Base C inventory for 

representing observed conditions in early 2009. This result particularly applies for February and March.  

Results indicate a potential area for improvement using a process-based ammonia model and/or the 

CMAQ 5.0 bidirectional flux module that include much more detailed physics and chemistry in the 

calculation of ammonia fluxes.  It should be noted that several of the model biases discussed above were 

not replicated in the LADCO CAMx run which had independent meteorology.  For example, the CAMx 

run was characterized by a positive bias in NO3 in January and had a diurnal pattern with greater 

amplitude than the measured amplitude of variation, or the CMAQ modeled variation.  NH3 skill in 

CAMx was not evaluated. 

Meteorology modeling would need additional direct observational constraint to better match 

observed features and reduce persistent biases in temperature, wind speed, and RH. Variational data 

assimilation would likely lead to better predictions than nudging, by incorporating dynamic processes in 

the constraint. Constraining snowfall, snow cover, and surface moisture flux using an assimilated analysis 

like SNODAS would help, too.  

Finally, model process improvements are clearly needed.  Analysis of SURFRAD radiation data 

from Bondville, IL, shows that upwelling radiation during snowy periods can be very significant, with 

upwelling / downwelling radiation reaching 0.8 during some snowy periods.  CMAQ photolysis rate 

constants are biased low during these periods.  The inclusion of inline photolysis rate calculation and the 
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effects of surface albedo on photolysis in CMAQ based on modeled clouds and trace gas and aerosol 

concentrations will likely improve results for not only direct chemical reactions, but also for all 

concentrations affected indirectly by more accurate and more dynamic OH radical concentrations. CMAQ 

5.0 has upgraded treatment of photolysis that may resolve these issues.  A treatment of OA aging that 

better resolves functional differences in volatility and composition than CMAQ’s current lumped semi-

volatile precursor scheme would allow for better simulation of episodic OC increases. Modeling at higher 

horizontal resolution may also help. 



Appendix 2.1    WRF Namelist 
 
&time_control             
run_days                 = 101, 
run_hours                = 12, 
run_minutes              = 0, 
run_seconds              = 0, 
start_year               = 2008,     2008, 2008, 2008,2008, 
start_month              = 12,       12, 12, 12,12, 
start_day                = 21,       21, 21,21, 21, 
start_hour               = 00,       00, 00, 00,00, 
start_minute             = 00,       00, 00, 00,00, 
start_second             = 00,       00, 00, 00,00, 
end_year                 = 2009,     2009, 2009, 2009,2009, 
end_month                = 04,       04, 04, 04,04, 
end_day                  = 01,       01, 01, 01,01, 
end_hour                 = 12,       12, 12, 12,12, 
end_minute               = 00,       00, 00, 00,00, 
end_second               = 00,       00, 00, 00,00, 
interval_seconds         = 10800, 
input_from_file          = .true.,  .true., .true., .true.,.true., 
history_interval         = 60,       60, 60, 60,60, 
frames_per_outfile       = 24,     24, 24, 24,24, 
fine_input_stream  = 0, 2, 2, 2,2, 
restart                  = .false, 
restart_interval         = 1440, 
io_form_history          = 2, 
io_form_restart          = 2, 
io_form_input            = 2, 
io_form_boundary         = 2, 
debug_level              = 0, 
/ 
 
&domains                  
time_step                = 90, 
time_step_fract_num      = 0, 
time_step_fract_den      = 1, 
max_dom                  = 1, 
s_we                     = 1,        1, 1, 1, 1, 
e_we                     = 178, 121, 124, 121,  37, 
s_sn                     = 1,        1, 1, 1, 1, 
e_sn                     = 166, 181, 88, 121,  31, 
s_vert                   = 1,        1, 1, 1, 1,  
e_vert                   = 35,       35, 35, 35, 35, 
num_metgrid_levels       = 30, 
dx                       = 12000,     4000, 4000, 1333.333, 444.444 
dy                       = 12000,     4000, 4000, 1333.333, 444.444 
grid_id                  = 1,        2, 3, 4,5, 
parent_id         =   1,   1,   1, 2,   4, 
parent_grid_ratio =   1,   3,   3, 3,   3, 
i_parent_start    =   1,  61,  98, 28,  58, 
j_parent_start    =   1,  58,  65, 11,  18, 
parent_time_step_ratio   = 1,        3, 3, 3, 3, 
feedback                 = 0, 
smooth_option            = 0, 
p_top_requested   = 10000, 
eta_levels = 1.0000, 0.9974, 0.9940, 0.9900, 
0.9854, 0.9796, 0.9723, 0.9635, 
0.9528, 0.9401, 0.9252, 0.9079, 
0.8882, 0.8659, 0.8410, 0.8133, 
0.7828, 0.7494, 0.7133, 0.6742, 
0.6323, 0.5878, 0.5406, 0.4915, 
0.4409, 0.3895, 0.3379, 0.2871, 



0.2378, 0.1907, 0.1465, 0.1056, 
0.0682, 0.0332, 0.0000 
 
/ 
 
 &physics 
 mp_physics                          = 10,     10,     10, 10, 10, 
 ra_lw_physics                       = 4,     4,     4, 4, 4, 
 ra_sw_physics                       = 4,     4,     4, 4, 4, 
 radt                                = 12,    4,    4, 1, 1, 
 sf_sfclay_physics                  = 7,     7,     7, 5, 7 
 sf_surface_physics                   = 7,     7,     7, 2, 7, 
 bl_pbl_physics                      = 7,     7,     7, 5, 7, 
 bldt                                = 0,     0,     0, 0, 0, 
 cu_physics                          = 1,     1,     1, 5, 5,  
 cudt                                = 0,     0,     0, 0, 0, 
 cugd_avedx                          = 3, 
 isfflx                              = 0, 
 ifsnow                              = 0, 
 icloud                              = 0, 
 surface_input_source                = 1, 
 num_soil_layers                     = 2, 
 pxlsm_smois_init        = 0, 0, 0, 0, 0, 
 maxiens                             = 1, 
 maxens                              = 3, 
 maxens2                             = 3, 
 maxens3                             = 16, 
 ensdim                              = 144, 
 slope_rad         = 1, 
 topo_shading        = 1, 
 shadlen        = 25000,  
/ 
 
 &fdda 
 grid_fdda                           = 1,     0,     0, 0,0, 
 gfdda_inname                        = "wrffdda_d<domain>", 
 gfdda_end_h                         = 10000, 10000, 0, 0,0, 
 gfdda_interval_m                    = 180,   180,   180, 180, 180, 
 fgdt                                = 0,     0,     0, 0, 0, 
 if_no_pbl_nudging_uv                = 0,     0,     0, 0, 0, 
 if_no_pbl_nudging_t                 = 1,     1,     0, 0, 1, 
 if_no_pbl_nudging_q                 = 1,     1,     0, 0, 1, 
 if_zfac_uv                          = 0,     0,     0, 0, 0, 
  k_zfac_uv                          = 10,   10,     10, 10, 10, 
 if_zfac_t                           = 0,     0,     0, 0, 0, 
  k_zfac_t                           = 10,   10,     10, 10, 10, 
 if_zfac_q                           = 0,     0,     0, 0, 0,  
  k_zfac_q                           = 10,   10,     10, 10, 10, 
 guv                                 = 3.0E-4,     3.0E-4,     0, 0, 3.0E-4, 
 gt                                  = 3.0E-4,     3.0E-4,     0, 0, 3.0E-4, 
 gq                                  = 1.E-5,     1.E-5, 0, 0, 1.E-5, 
 if_ramping                          = 1, 
 dtramp_min                          = 60.0, 
 io_form_gfdda                       = 2, 
/ 
 
&dynamics                 
use_baseparam_fr_nml = .t. 
w_damping                = 1, 
rk_ord                   = 3, 
diff_opt                 = 1, 
diff_6th_opt    = 0,0,0,0,0, 
diff_6th_factor   = 0.12, 0.12, 0.12, 0.12, 0.12, 



km_opt                   = 4, 
base_temp                = 290., 
damp_opt                 = 3, 
zdamp                    = 5000.,    5000., 5000., 5000., 5000., 
dampcoef                 = 0.2,     0.2, 0.2, 0.2, 0.2, 
khdif                    = 0,        0, 0, 0, 0, 
kvdif                    = 0,        0, 0, 0, 0, 
non_hydrostatic          = .true.,   .true., .true., .true., .true., 
moist_adv_opt                       = 1, 1, 1,1,1, 
scalar_adv_opt                      = 1, 1, 1,1,1, 
/ 
 
&bdy_control              
spec_bdy_width           = 5, 
spec_zone                = 1, 
relax_zone               = 4, 
specified                = .true.,  .false., .false., .false.,.false., 
periodic_x               = .false.,  .false., .false., .false.,.false., 
symmetric_xs             = .false.,  .false., .false., .false.,.false., 
symmetric_xe             = .false.,  .false., .false., .false.,.false., 
open_xs                  = .false.,  .false.,.false.,.false.,.false., 
open_xe                  = .false.,  .false.,.false.,.false.,.false., 
periodic_y               = .false.,  .false.,.false.,.false.,.false., 
symmetric_ys             = .false.,  .false.,.false.,.false.,.false., 
symmetric_ye             = .false.,  .false.,.false.,.false.,.false., 
open_ys                  = .false.,  .false.,.false.,.false.,.false., 
open_ye                  = .false.,  .false.,.false.,.false.,.false., 
nested                   = .false.,   .true.,.true.,.true.,.true., 
/ 
 
&grib2                    
/ 
 
&namelist_quilt           
nio_tasks_per_group      = 0, 
nio_groups               = 1, 
/ 
                                                                                                
 
 



Appendix 2.2    CMAQ CCTM build settings and run scripts 
 
 
#! /bin/csh -f 
 
# ======================== CCTMv4.7.1 Build Script ================== # 
# Usage: bldit.cctm >&! bldit.cctm.log                                # 
# Requirements: I/O API & netCDF libs, CVS, PGI or Intel Fortran      # 
#               MPICH for multiprocessor computing                    # 
# Note that this script is configured/tested for Red Hat Linux O/S    # 
# The following environment variables must be set for this script to  # 
# build an executable.                                                # 
#   setenv M3MODEL =  source code CVS archive                         # 
#   setenv M3LIB   =  code libraries                                  # 
# To report problems or request help with this script/program:        # 
#             http://www.cmascenter.org/help_desk.cfm                 # 
# =================================================================== # 
 
## Check for M3MODEL and M3LIB settings: 
 if ( ! -e $M3MODEL || ! -e $M3LIB ) then  
    echo "   $M3MODEL or $M3LIB directory not found" 
    exit 1 
    endif 
 echo "   Model archive path: $M3MODEL" 
 echo "         library path: $M3LIB" 
 
 set BLD_OS = `uname -s``uname -r | cut -d. -f1`  ## Script set up for Linux 
 if ($BLD_OS != 'Linux2') then 
    echo "   $BLD_OS -> wrong makit script for host!" 
    exit 1 
    endif 
 set echo 
 
#:#:#:#:#:#:#:#:#:#:#:# Begin User Input Section #:#:#:#:#:#:#:#:#:#:#:# 
 
#> user choices: cvs archives 
 set Project = $M3MODEL/CCTM 
 set GlobInc = $M3MODEL/include/release 
 
#> user choices: base working directory 
 set Base = $cwd 
 
 set APPL  = LADCO_ROS3_w_PACP 
 set CFG   = cfg.$APPL 
 set MODEL = CCTM_$APPL 
 
#> user choices: m3bld command, see M3BLD_README for options 
 set Opt = verbose      # show requested commands as they are executed 
#set MakeOpt            # builds a Makefile to make the model, uncomment to invoke 
 
#> user choices:  single or multiple processors 
 set ParOpt             # set for multiple PE's; comment out for single PE 
 
#> user choices: various modules 
 
 set Revision = release       # release = latest CVS revision 
#set Revision = '"CMAQv4_7_1"' 
#> NOTE: m3bld will try to compile with existing code; it will not retrieve 
#>       new (different release) code. So if your "BLD" directory contains 
#>       code from a release different than the one you have specified above, 
#>       m3bld will tell you, but will still compile the original code. 
#>       The workaround is to remove your "BLD" directory and start fresh. 
 
#set ModDriver = ( module ctm                $Revision; ) 
 set ModDriver = ( module ctm_yamo           $Revision; ) 
 
 if ( $?ParOpt ) then 
    set ModPar = ( module par                $Revision; ) 
    else 
    set ModPar = ( module par_noop           $Revision; ) 



    endif 
 
#set ModInit   = ( module init               $Revision; ) 
 set ModInit   = ( module init_yamo          $Revision; ) 
 
#set ModAdjc   = ( module adjcon_noop        $Revision; ) 
#set ModAdjc   = ( module denrate            $Revision; ) 
 set ModAdjc   = ( // yamo option does not need denrate ) 
 
 set ModCpl    = ( module gencoor            $Revision; ) 
 
#set ModHadv   = ( module hadv_noop          $Revision; ) 
#set ModHadv   = ( module hppm               $Revision; ) 
 set ModHadv   = ( module hyamo              $Revision; ) 
 
#set ModVadv   = ( module vadv_noop          $Revision; ) 
#set ModVadv   = ( module vppm               $Revision; ) 
 set ModVadv   = ( module vyamo              $Revision; ) 
 
#set ModHdiff  = ( module hdiff_noop         $Revision; ) 
 set ModHdiff  = ( module multiscale         $Revision; ) 
 
#set ModVdiff  = ( module vdiff_noop         $Revision; ) 
#set ModVdiff  = ( module eddy               $Revision; ) 
#set ModVdiff  = ( module acm2               $Revision; ) 
 set ModVdiff  = ( module acm2_inline        $Revision; ) 
 
#set ModPhot   = ( module phot_noop          $Revision; ) 
 set ModPhot   = ( module phot_table         $Revision; ) 
#set ModPhot   = ( module phot_sat           $Revision; ) 
#set ModPhot   = ( module phot_inline        $Revision; ) 
 
#set ModChem   = ( module chem_noop          $Revision; ) 
#set ModChem   = ( module smvgear            $Revision; ) 
 set ModChem   = ( module ros3               $Revision; ) 
#set ModChem   = ( module ebi_cb05cl         $Revision; ) 
#set ModChem   = ( module ebi_cb05cl_ae5     $Revision; ) 
#set ModChem   = ( module ebi_saprc99        $Revision; ) 
#set ModChem   = ( module ebi_saprc99_ae5    $Revision; ) 
 
#set ModAero   = ( module aero_noop          $Revision; ) 
#set ModAero   = ( module aero4              $Revision; ) 
 set ModAero   = ( module aero5              $Revision; ) 
 
#set ModAdepv  = ( module aero_depv_noop     $Revision; ) 
 set ModAdepv  = ( module aero_depv2         $Revision; ) 
 
#set ModCloud  = ( module cloud_noop         $Revision; ) 
#set ModCloud  = ( module cloud_acm          $Revision; ) 
 set ModCloud  = ( module cloud_acm_ae5      $Revision; ) 
 
 set ModPa     = ( module pa                 $Revision; ) 
 
 set ModUtil   = ( module util               $Revision; ) 
 
#> user choices: emissions processing in chem or vdiff (default) ... 
#set Cemis        # Uncomment to process in chem 
 
#> user choices: mechanism 
#set Mechanism = cb05cl_ae4_aq 
 set Mechanism = cb05cl_ae5_aq 
#set Mechanism = saprc99_ae4_aq 
#set Mechanism = saprc99_ae5_aq 
 set Tracer    = trac0               # default: no tracer species 
 
#> user choices: set process analysis linkages 
# set PABase    = $GlobInc 
# set PAOpt     = pa_noop 
  set PABase   = $M3HOME/work 
  set PAOpt    = procan 



 
#> user choices: computing system configuration: 
#>    name of the "BLD" directory for checking out and compiling source code 
#>    compiler name and location/link flags 
#>    library paths 
 
 set Bld = $Base/BLD_${APPL} 
 set MODLOC = ${Base}/MOD_DIR 
 if ( -d "$MODLOC" ) /bin/rm -Rf $MODLOC 
 mkdir -p $MODLOC 
  
#> Set full path of Fortran 90 compiler 
 set FC = /opt/pgi/linux86-64/9.0-4/bin/pgf90 
# set FP = $FC 
 set FP = /nfs/vapor1/local/vol00/scratch/ykim/CMAQ4.7.1/work/cctm 
 
#> Set location of MPICH if using multiple processors 
 set MPICH  = /usr/lib64/mpich2 
 
#> Intel Fortran 10.1 Compiler Flags 
# set FSTD = "-extend_source 132 -vec-report0 -nodefines -cm -w95 -c" 
# set LINK_FLAGS = "-liomp5 -lpthread" 
 
#> Portland Group Fortran 9.01 Compiler Flags 
set FSTD = "-Mfixed -Mextend" 
set LINK_FLAGS = " " 
 
#> General Fortran and C Compiler Flags 
 set F_FLAGS    = "${FSTD} -O2 -module ${MODLOC} -I." 
 set CPP_FLAGS  = "" 
 set C_FLAGS    = "-v -g -I/usr/include/mpich2" 
 
#> Set location of M3Bld executable 
 set Blder = $M3LIB/build/Linux/m3bld 
 
#> Set location of libraries/include files 
 set STENEX = ${M3LIB}/stenex/${BLD_OS}_x86_64pg 
 set IOAPI  = "$IOAPILIB -lioapi" 
 set ICL_IOAPI = $IOAPIINCLUDE              
 set NETCDF = "$NETCDFLIB -lnetcdf" 
 set PARIO = "${M3LIB}/pario/${BLD_OS}_x86_64pg -lpario" 
 
#:#:#:#:#:#:#:#:#:#:#:# End of User Input Section :#:#:#:#:#:#:#:#:#:#:#:#:# 
 
#> Append O/S, machine, and compiler information to executable name 
 set MACH = `uname -m` 
 set COMP = `echo $FC | grep -o pg` 
 if ( $status == 0 ) then 
 else 
    set COMP = `echo $FC | grep -o intel` 
 endif 
 if ( $status == 1 ) then 
    echo 
    echo "This script is configured for PGI or Intel Fortran." 
    echo "Manually set the FC, FSTD, and COMP variables" 
    echo "for alternative configurations." 
    echo 
 endif 
  
 set EXEID = ${BLD_OS}_${MACH}${COMP} 
 set MODEL = ${MODEL}_${EXEID} 
 set CFG   = ${CFG}_${EXEID} 
 
 if ( ! -e "$Bld" ) then 
    mkdir $Bld 
    else 
    if ( ! -d "$Bld" ) then 
       echo "   *** target exists, but not a directory ***" 
       exit 1 
       endif 



    endif 
  
 cd $Bld 
 
#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:#:# 
 
if ( $?ParOpt ) then      # Multiprocessor system configuration 
    set Mpich = $MPICH  
    set seL = se_snl 
    cp -p ${STENEX}/*.mod $MODLOC 
    set LIB2 = "-L${PARIO}" 
    set LIB3 =  
    set LIB4 = "-L${Mpich} -lmpich" 
    set Str1 = (// Parallel / Include message passing definitions) 
####  set Str2 = (include SUBST_MPICH ${Mpich}/include/mpif.h;) 
    set Str2 = (include SUBST_MPICH /usr/include/mpich2/mpif.h;) 
    else 
    set Mpich =           # Single processor system configuration 
    set seL = sef90_noop 
    cp -p ${STENEX}/noop_*.mod $MODLOC 
    set LIB2 = 
    set LIB3 = 
    set LIB4 = 
    set Str1 = 
    set Str2 = 
    endif 
 
 set LIB1 = "-L${STENEX} -l${seL}" 
 set LIB5 = "-L${IOAPI}" 
 set LIB6 = "-L${NETCDF}" 
 set LIBS = "$LIB1 $LIB2 $LIB3 $LIB4 $LIB5 $LIB6" 
  
 set ICL_PAR   = $GlobInc 
 set ICL_CONST = $GlobInc 
 set ICL_FILES = $GlobInc 
 set ICL_EMCTL = $GlobInc 
 set ICL_MECH  = $GlobInc/$Mechanism 
 set ICL_TRAC  = $GlobInc/$Tracer 
 set ICL_PA    = $PABase/$PAOpt 
 
 if ( $?Cemis ) then 
    set CV = -Demis_chem 
    else 
    set CV = 
    endif 
 
#> NOTE: To run parallel in a Scyld Beowulf cluster, e.g., remove the 
#>       "-Dcluster\" below. 
 
 if ( $?ParOpt ) then   # split to avoid line > 256 char 
    set PAR = ( -Dparallel\ 
                -Dcluster\ 
                -DINTERPB=PINTERPB\ 
                -DM3ERR=PM3ERR\ 
                -DM3EXIT=PM3EXIT\ 
                -DM3WARN=PM3WARN\ 
                -DSHUT3=PSHUT3\ 
                -DWRITE3=PWRITE3 ) 
 
    set Popt = SE 
    else 
    echo "   Not Parallel; set Serial (no-op) flags" 
    set PAR = "-DINTERPB=INTERP3" 
    set Popt = NOOP 
    endif 
  
 set STX1 = ( -DSUBST_MODULES=${Popt}_MODULES\ 
              -DSUBST_BARRIER=${Popt}_BARRIER ) 
 set STX2 = ( -DSUBST_GLOBAL_MAX=${Popt}_GLOBAL_MAX\ 
              -DSUBST_GLOBAL_MIN=${Popt}_GLOBAL_MIN\ 



              -DSUBST_GLOBAL_MIN_DATA=${Popt}_GLOBAL_MIN_DATA\ 
              -DSUBST_GLOBAL_TO_LOCAL_COORD=${Popt}_GLOBAL_TO_LOCAL_COORD\ 
              -DSUBST_GLOBAL_SUM=${Popt}_GLOBAL_SUM\ 
              -DSUBST_GLOBAL_LOGICAL=${Popt}_GLOBAL_LOGICAL\ 
              -DSUBST_LOOP_INDEX=${Popt}_LOOP_INDEX\ 
              -DSUBST_SUBGRID_INDEX=${Popt}_SUBGRID_INDEX ) 
 set STX3 = ( -DSUBST_HI_LO_BND_PE=${Popt}_HI_LO_BND_PE\ 
              -DSUBST_SUM_CHK=${Popt}_SUM_CHK\ 
              -DSUBST_INIT_ARRAY=${Popt}_INIT_ARRAY\ 
              -DSUBST_COMM=${Popt}_COMM\ 
              -DSUBST_MY_REGION=${Popt}_MY_REGION\ 
              -DSUBST_SLICE=${Popt}_SLICE\ 
              -DSUBST_GATHER=${Popt}_GATHER\ 
              -DSUBST_DATA_COPY=${Popt}_DATA_COPY\ 
              -DSUBST_IN_SYN=${Popt}_IN_SYN ) 
 
 setenv CVSROOT $Project 
 
#> make the config file 
 
 set Cfile = ${CFG}.bld 
 set quote = '"' 
 
 echo                                                               > $Cfile 
 echo "model       $MODEL;"                                        >> $Cfile 
 echo                                                              >> $Cfile 
 echo "FPP         $FP;"                                           >> $Cfile 
 echo                                                              >> $Cfile 
 set text = "$quote$CPP_FLAGS $CV $PAR $STX1 $STX2 $STX3$quote;" 
 echo "cpp_flags   $text"                                          >> $Cfile 
 echo                                                              >> $Cfile 
 echo "f_compiler  $FC;"                                           >> $Cfile 
 echo                                                              >> $Cfile 
 echo "f_flags     $quote$F_FLAGS$quote;"                          >> $Cfile 
 echo                                                              >> $Cfile 
 echo "c_flags     $quote$C_FLAGS$quote;"                          >> $Cfile 
 echo                                                              >> $Cfile 
 echo "link_flags  $quote$LINK_FLAGS$quote;"                       >> $Cfile 
 echo                                                              >> $Cfile 
 echo "libraries   $quote$LIBS$quote;"                             >> $Cfile 
 echo                                                              >> $Cfile 
 echo "global      $Opt;"                                          >> $Cfile 
 echo                                                              >> $Cfile 
 
 set text="// mechanism and tracer:" 
 echo "$text ${Mechanism}, ${Tracer}"                              >> $Cfile 
 echo "// project archive: ${Project}"                             >> $Cfile 
 echo                                                              >> $Cfile 
 
 echo "include SUBST_PE_COMM    $ICL_PAR/PE_COMM.EXT;"             >> $Cfile 
 echo "include SUBST_CONST      $ICL_CONST/CONST.EXT;"             >> $Cfile 
 echo "include SUBST_FILES_ID   $ICL_FILES/FILES_CTM.EXT;"         >> $Cfile 
 echo "include SUBST_EMPR_VD    $ICL_EMCTL/EMISPRM.vdif.EXT;"      >> $Cfile 
 echo "include SUBST_EMPR_CH    $ICL_EMCTL/EMISPRM.chem.EXT;"      >> $Cfile 
 echo "include SUBST_IOPARMS    $ICL_IOAPI/PARMS3.EXT;"            >> $Cfile 
 echo "include SUBST_IOFDESC    $ICL_IOAPI/FDESC3.EXT;"            >> $Cfile 
 echo "include SUBST_IODECL     $ICL_IOAPI/IODECL3.EXT;"           >> $Cfile 
 echo "include SUBST_RXCMMN     $ICL_MECH/RXCM.EXT;"               >> $Cfile 
 echo "include SUBST_RXDATA     $ICL_MECH/RXDT.EXT;"               >> $Cfile 
 echo "include SUBST_GC_SPC     $ICL_MECH/GC_SPC.EXT;"             >> $Cfile 
 echo "include SUBST_GC_EMIS    $ICL_MECH/GC_EMIS.EXT;"            >> $Cfile 
 echo "include SUBST_GC_ICBC    $ICL_MECH/GC_ICBC.EXT;"            >> $Cfile 
 echo "include SUBST_GC_DIFF    $ICL_MECH/GC_DIFF.EXT;"            >> $Cfile 
 echo "include SUBST_GC_DDEP    $ICL_MECH/GC_DDEP.EXT;"            >> $Cfile 
 echo "include SUBST_GC_DEPV    $ICL_MECH/GC_DEPV.EXT;"            >> $Cfile 
 echo "include SUBST_GC_ADV     $ICL_MECH/GC_ADV.EXT;"             >> $Cfile 
 echo "include SUBST_GC_CONC    $ICL_MECH/GC_CONC.EXT;"            >> $Cfile 
 echo "include SUBST_GC_G2AE    $ICL_MECH/GC_G2AE.EXT;"            >> $Cfile 
 echo "include SUBST_GC_G2AQ    $ICL_MECH/GC_G2AQ.EXT;"            >> $Cfile 
 echo "include SUBST_GC_SCAV    $ICL_MECH/GC_SCAV.EXT;"            >> $Cfile 



 echo "include SUBST_GC_WDEP    $ICL_MECH/GC_WDEP.EXT;"            >> $Cfile 
 echo "include SUBST_AE_SPC     $ICL_MECH/AE_SPC.EXT;"             >> $Cfile 
 echo "include SUBST_AE_EMIS    $ICL_MECH/AE_EMIS.EXT;"            >> $Cfile 
 echo "include SUBST_AE_ICBC    $ICL_MECH/AE_ICBC.EXT;"            >> $Cfile 
 echo "include SUBST_AE_DIFF    $ICL_MECH/AE_DIFF.EXT;"            >> $Cfile 
 echo "include SUBST_AE_DDEP    $ICL_MECH/AE_DDEP.EXT;"            >> $Cfile 
 echo "include SUBST_AE_DEPV    $ICL_MECH/AE_DEPV.EXT;"            >> $Cfile 
 echo "include SUBST_AE_ADV     $ICL_MECH/AE_ADV.EXT;"             >> $Cfile 
 echo "include SUBST_AE_CONC    $ICL_MECH/AE_CONC.EXT;"            >> $Cfile 
 echo "include SUBST_AE_A2AQ    $ICL_MECH/AE_A2AQ.EXT;"            >> $Cfile 
 echo "include SUBST_AE_SCAV    $ICL_MECH/AE_SCAV.EXT;"            >> $Cfile 
 echo "include SUBST_AE_WDEP    $ICL_MECH/AE_WDEP.EXT;"            >> $Cfile 
 echo "include SUBST_NR_SPC     $ICL_MECH/NR_SPC.EXT;"             >> $Cfile 
 echo "include SUBST_NR_EMIS    $ICL_MECH/NR_EMIS.EXT;"            >> $Cfile 
 echo "include SUBST_NR_ICBC    $ICL_MECH/NR_ICBC.EXT;"            >> $Cfile 
 echo "include SUBST_NR_DIFF    $ICL_MECH/NR_DIFF.EXT;"            >> $Cfile 
 echo "include SUBST_NR_DDEP    $ICL_MECH/NR_DDEP.EXT;"            >> $Cfile 
 echo "include SUBST_NR_DEPV    $ICL_MECH/NR_DEPV.EXT;"            >> $Cfile 
 echo "include SUBST_NR_ADV     $ICL_MECH/NR_ADV.EXT;"             >> $Cfile 
 echo "include SUBST_NR_N2AE    $ICL_MECH/NR_N2AE.EXT;"            >> $Cfile 
 echo "include SUBST_NR_CONC    $ICL_MECH/NR_CONC.EXT;"            >> $Cfile 
 echo "include SUBST_NR_N2AQ    $ICL_MECH/NR_N2AQ.EXT;"            >> $Cfile 
 echo "include SUBST_NR_SCAV    $ICL_MECH/NR_SCAV.EXT;"            >> $Cfile 
 echo "include SUBST_NR_WDEP    $ICL_MECH/NR_WDEP.EXT;"            >> $Cfile 
 echo "include SUBST_TR_SPC     $ICL_TRAC/TR_SPC.EXT;"             >> $Cfile 
 echo "include SUBST_TR_EMIS    $ICL_TRAC/TR_EMIS.EXT;"            >> $Cfile 
 echo "include SUBST_TR_ICBC    $ICL_TRAC/TR_ICBC.EXT;"            >> $Cfile 
 echo "include SUBST_TR_DIFF    $ICL_TRAC/TR_DIFF.EXT;"            >> $Cfile 
 echo "include SUBST_TR_DDEP    $ICL_TRAC/TR_DDEP.EXT;"            >> $Cfile 
 echo "include SUBST_TR_DEPV    $ICL_TRAC/TR_DEPV.EXT;"            >> $Cfile 
 echo "include SUBST_TR_ADV     $ICL_TRAC/TR_ADV.EXT;"             >> $Cfile 
 echo "include SUBST_TR_T2AQ    $ICL_TRAC/TR_T2AQ.EXT;"            >> $Cfile 
 echo "include SUBST_TR_SCAV    $ICL_TRAC/TR_SCAV.EXT;"            >> $Cfile 
 echo "include SUBST_TR_WDEP    $ICL_TRAC/TR_WDEP.EXT;"            >> $Cfile 
 echo                                                              >> $Cfile 
 
 set text = "// Process Analysis / Integrated Reaction Rates processing" 
 echo $text                                                        >> $Cfile 
 echo "include SUBST_PACTL_ID    $ICL_PA/PA_CTL.EXT;"              >> $Cfile 
 echo "include SUBST_PACMN_ID    $ICL_PA/PA_CMN.EXT;"              >> $Cfile 
 echo "include SUBST_PADAT_ID    $ICL_PA/PA_DAT.EXT;"              >> $Cfile 
 echo                                                              >> $Cfile 
 
 echo "$Str1"                                                      >> $Cfile 
 echo "$Str2"                                                      >> $Cfile 
 echo                                                              >> $Cfile 
 
 set text = "ctm and ctm_yamo" 
 echo "// options are" $text                                       >> $Cfile 
 echo "$ModDriver"                                                 >> $Cfile 
 echo                                                              >> $Cfile 
 
 echo "$ModPar"                                                    >> $Cfile 
 echo                                                              >> $Cfile 
 
 set text = "init and init_yamo" 
 echo "// options are" $text                                       >> $Cfile 
 echo "$ModInit"                                                   >> $Cfile 
 echo                                                              >> $Cfile 
 
 set text = "denrate and adjcon_noop" 
 echo "// options are" $text                                       >> $Cfile 
 echo "$ModAdjc"                                                   >> $Cfile 
 echo                                                              >> $Cfile 
 
 echo "$ModCpl"                                                    >> $Cfile 
 echo                                                              >> $Cfile 
 
 set text = "hppm, hyamo and hadv_noop" 
 echo "// options are" $text                                       >> $Cfile 



 echo "$ModHadv"                                                   >> $Cfile 
 echo                                                              >> $Cfile 
 
 set text = "vppm, vyamo and vadv_noop" 
 echo "// options are" $text                                       >> $Cfile 
 echo "$ModVadv"                                                   >> $Cfile 
 echo                                                              >> $Cfile 
 
 set text = "multi_scale and hdiff_noop" 
 echo "// options are" $text                                       >> $Cfile 
 echo "$ModHdiff"                                                  >> $Cfile 
 echo                                                              >> $Cfile 
 
 set text = "eddy, acm2 and vdiff_noop" 
 echo "// options are" $text                                       >> $Cfile 
 echo "$ModVdiff"                                                  >> $Cfile 
 echo                                                              >> $Cfile 
 
 set text = "phot_table, phot_sat and phot_inline" 
 echo "// options are" $text                                       >> $Cfile 
 echo "$ModPhot"                                                   >> $Cfile 
 echo                                                              >> $Cfile 
 
 set text = "ros3, smvgear, ebi_cb05cl, ebi_cb05cl_ae5, ebi_saprc99, ebi_saprc99_ae5 and chem_noop" 
 echo "// options are" $text                                       >> $Cfile 
 echo "$ModChem"                                                   >> $Cfile 
 echo                                                              >> $Cfile 
 
 set text = "aero4, aero5 and aero_noop" 
 echo "// options are" $text                                       >> $Cfile 
 echo "$ModAero"                                                   >> $Cfile 
 echo                                                              >> $Cfile 
 
 set text = "aero_depv2 and aero_depv_noop" 
 echo "// options are" $text                                       >> $Cfile 
 echo "$ModAdepv"                                                  >> $Cfile 
 echo                                                              >> $Cfile 
 
 set text = "cloud_acm, cloud_acm_ae5 and cloud_noop" 
 echo "// options are" $text                                       >> $Cfile 
 echo "$ModCloud"                                                  >> $Cfile 
 echo                                                              >> $Cfile 
 
 set text = "pa and pa_noop, which requires the" 
 echo "// options are" $text "replacement of the three"            >> $Cfile 
 set text = "// global include files with their pa_noop counterparts" 
 echo $text                                                        >> $Cfile 
 echo "$ModPa"                                                     >> $Cfile 
 echo                                                              >> $Cfile 
 
 echo "$ModUtil"                                                   >> $Cfile 
 echo                                                              >> $Cfile 
 
 if ( $?ModMisc ) then 
    echo "$ModMisc"                                                >> $Cfile 
    echo                                                           >> $Cfile 
    endif 
 
#> make the makefile or the model executable 
 
 if ( $?MakeOpt ) then 
    $Blder -make $Cfile   # $Cfile = ${CFG}.bld 
    else 
    set NoMake 
    $Blder $Cfile 
    endif 
 if ( $status != 0 ) then 
    echo "   *** failure in $Blder ***" 
    exit 1 
    endif 



 if ( -e "$Base/${CFG}" ) then 
    echo "   >>> previous ${CFG} exists, re-naming to ${CFG}.old <<<" 
    unalias mv 
    mv $Base/${CFG} $Base/${CFG}.old 
    endif 
 cp ${CFG}.bld $Base/${CFG} 
 if ( ( $Opt != no_compile ) && \ 
      ( $Opt != no_link    ) && \ 
      ( $Opt != parse_only ) && \ 
      ( $Opt != show_only  ) && \ 
        $?NoMake ) then 
    mv $MODEL $Base 
    endif 
 
 exit 
 
  



#! /bin/csh -f 
 
# ======================== CCTMv4.7 Run Script ====================== # 
# Usage: run.cctm >&! cctm_e3a.log &                                  # 
# The following environment variables must be set for this script to  # 
# execute properly:                                                   # 
#   setenv M3DATA =  input/output data directory                      # 
# To report problems or request help with this script/program:        # 
#             http://www.cmascenter.org/html/help.html                # 
# =================================================================== # 
 
#> Check that M3DATA is set: 
 
 if ( ! -e $M3DATA ) then 
    echo "   $M3DATA path does not exist" 
    exit 1 
    endif 
 echo " "; echo " Input data path, M3DATA set to $M3DATA"; echo " " 
 
 set APPL     = LADCO_12k_Base_C_ROS3_nh3_30_60km 
 set CFG      = Linux2_x86_64pg 
 set EXEC     = CCTM_LADCO_ROS3_w_PACP_$CFG       # ctm version 
 
#> horizontal domain decomposition 
# setenv NPCOL_NPROW "1 1"; set NPROCS   = 1 # single processor setting 
 setenv NPCOL_NPROW "1 8"; set NPROCS   = 8 
 
#> for Scyld Beowulf ... 
#setenv NP $NPROCS 
#setenv BEOWULF_JOB_MAP -1:-1:0:0:1:1:2:2:3:3:4:4 
#echo " task-processor map `beomap`" 
 
#> Set the working directory: 
 set BASE     = $cwd 
 cd $BASE; date; cat $BASE/cfg.LADCO_ROS3_w_PACP_$CFG; echo "    "; set echo 
 
#> timestep run parameters 
 
# set STDATE   = 2002091       # beginning date 
# set epidate = 20020401 
 echo $STDATE 
 set STTIME   = 000000        # beginning GMT time (HHMMSS) 
 set NSTEPS   = 240000        # time duration (HHMMSS) for this run 
 set TSTEP    = 010000        # output time step interval (HHMMSS) 
 
#> set log file [ default = unit 6 ]; uncomment to write standard output to a log 
setenv LOGFILE $BASE/$APPL.$epidate.log 
 
#> turn off excess WRITE3 logging 
 setenv IOAPI_LOG_WRITE F 
 
#> max sync time step (sec) (default is 720) 
setenv CTM_MAXSYNC 300 
  
#> aerosol diagnostic file [ T | Y | F | N ] (default is F|N) 
 setenv CTM_AERDIAG Y 
 
#> sea-salt emissions diagnostic file [ T | Y | F | N ] (default is F|N) 
#setenv CTM_SSEMDIAG Y 
 
#> stop on inconsistent input file [ T | Y | F | N ] 
 setenv FL_ERR_STOP F 
 



#> remove existing output files? 
 set DISP = delete 
# set DISP = update 
# set DISP = keep 
 
#> output files and directories 
 set OUTDIR   = $LADC/12k_Base_C_nh3_30_60km 
# set OUTDIR   = ./ 
 if ( ! -d "$OUTDIR" ) mkdir -p $OUTDIR 
 set CONCfile  = CCTM_$APPL"_CONC".${epidate}.ncf               # CTM_CONC_1 
 set ACONCfile = CCTM_$APPL"_ACONC".${epidate}.ncf              # CTM_ACONC_1 
 set CGRIDfile = CCTM_$APPL"_CGRID".${epidate}.ncf              # CTM_CGRID_1 
 set DD1file   = CCTM_$APPL"_DRYDEP".${epidate}.ncf             # CTM_DRY_DEP_1 
 set WD1file   = CCTM_$APPL"_WETDEP1".${epidate}.ncf            # CTM_WET_DEP_1 
 set WD2file   = CCTM_$APPL"_WETDEP2".${epidate}.ncf            # CTM_WET_DEP_2 
 set SS1file   = CCTM_$APPL"_SSEMIS1".${epidate}.ncf            # CTM_SSEMIS_1 
 set AV1file   = CCTM_$APPL"_AEROVIS".${epidate}.ncf            # CTM_VIS_1 
 set AD1file   = CCTM_$APPL"_AERODIAM".${epidate}.ncf           # CTM_DIAM_1 
 set PA1file   = CCTM_$APPL"_PA_1".${epidate}.ncf               # CTM_IPR_1 
 set PA2file   = CCTM_$APPL"_PA_2".${epidate}.ncf               # CTM_IPR_2 
 set PA3file   = CCTM_$APPL"_PA_3".${epidate}.ncf               # CTM_IPR_3 
 set IRR1file  = CCTM_$APPL"_IRR_1".${epidate}.ncf              # CTM_IRR_1 
 set IRR2file  = CCTM_$APPL"_IRR_2".ncf              # CTM_IRR_2 
 set IRR3file  = CCTM_$APPL"_IRR_3".ncf              # CTM_IRR_3 
 set RJ1file   = CCTM_$APPL"_RJ_1".ncf               # CTM_RJ_1 
 set RJ2file   = CCTM_$APPL"_RJ_2".ncf               # CTM_RJ_2 
 
#> set ancillary log file name extensions 
 setenv CTM_APPL $APPL 
 
#> set floor file (neg concs) 
 setenv FLOOR_FILE $BASE/FLOOR_${APPL} 
 
#> horizontal grid defn; check GRIDDESC file for GRID_NAME options 
# setenv GRIDDESC $LAD/met/mcip_2009_scot_12k/GRIDDESC 
 setenv GRIDDESC /nfs/vapor1/local/vol00/scratch/ladco/mcip/GRIDDESC 
 setenv GRID_NAME LADCO12      
  
#> species for integral average conc 
# setenv AVG_CONC_SPCS " NO NO2 SO2 O3 CO ASO4J ASO4I ANH4J ANH4I ANO3J ANO3I AALKJ 
AXYL1J AXYL2J AXYL3J ATOL1J ATOL2J ATOL3J ABNZ1J ABNZ2J ABNZ3J ATRP1J ATRP2J AISO1J 
AISO2J ASQTJ AORGCJ AORGPAJ AORGPAI AECJ AECI A25J ASO4K ANH4K ANO3K AISO3J AOLGAJ 
AOLGBJ" 
 setenv AVG_CONC_SPCS " ALL" 
  
#> layer range for integral average conc 
 setenv ACONC_BLEV_ELEV " 1 10" 
 
#> process analysis (and irr) column, row and layer ranges 
#>>> user must check GRIDDESC for validity! 
 setenv PA_BCOL_ECOL "1 146" 
 setenv PA_BROW_EROW "1 134" 
 setenv PA_BLEV_ELEV "1 10" 
 
  
#> input files and directories 
  set OCEANpath = $LAD 
# set OCEANfile = ocean.CONUS36.ncf 
  set OCEANfile = OCEANFILE_LAD12_146X134 
  
 
# set EMISpath = /nfs/vapor1/local/vol00/scratch/ykim/LADCO_kim/emission/emis_LADCO_12k 



# set EMISpath = 
/nfs/vapor1/local/vol00/scratch/ladco/ailpine/mw/cmaq/2007/emis/baseC/merged/12km 
 set EMISpath = 
/nfs/vapor1/local/vol00/scratch/ladco/alpine/mw/cmaq/2007/emis/baseC/merged/12km/scenario
s/nh3_60km 
 set tmp_epidate = `echo $epidate | awk '{print substr($0, 3, 6)}'` 
 set EMISfile = nh3_60km.ladco12.${tmp_epidate}.gmt.ncf                 
# set EMISfile = egts_l.${epidate}.1.CONUS36.ncf 
# set EMISfile = egts_l.${epidate}.1.${GRID_NAME}.epapm_2002.ncf 
 
#set TR_EMpath = 
#set TR_EMfile = 
 
# set GC_ICpath = $LAD/CMAQ_output/icon 
# set GC_ICfile = ICON_LADCO_12k_LADCO12_profile 
 
#  if ($STDATE > $sdate) then 
#   set GC_ICpath =  "" 
#   set GC_ICfile = /local/vol00/ykim26/LADCO_local/12k_Base_C_nox-
30_60km/CCTM_$APPL"_CGRID".${YESTERDAY}.ncf  
 
   set GC_ICpath =  "" 
   set GC_ICfile = 
$LADC/12k_Base_C_nh3_30_60km/CCTM_LADCO_12k_Base_C_ROS3_nh3_30_60km_CGRID.${YESTERDAY}.nc
f  
 
# endif 
 
 set GC_BCpath = $LAD/CMAQ_output/bcon/LADCO_12k 
 set GC_BCfile = BCON_LADCO_12k_LADCO12_${epidate} 
 
# set METpath   = $LAD/met/mcip_2009_scot_12k 
 set METpath   = /nfs/vapor1/local/vol00/scratch/ladco/mcip 
 set GC2file   = GRIDCRO2D_${GRID_NAME}_${extn} 
 set GD2file   = GRIDDOT2D_${GRID_NAME}_${extn} 
 set MC2file   = METCRO2D_${GRID_NAME}_${extn} 
 set MD3file   = METDOT3D_${GRID_NAME}_${extn} 
 set MC3file   = METCRO3D_${GRID_NAME}_${extn} 
 set MB3file   = METBDY3D_${GRID_NAME}_${extn} 
 
 set TR_DVpath = $METpath 
 set TR_DVfile = $MC2file 
  
#> 7-level photolysis data w/ file header 
  
 set JVALpath  = $LAD/CMAQ_output/jproc 
 set JVALfile  = JTABLE_${STDATE} 
 
 set AE_ICpath = $GC_ICpath 
 set NR_ICpath = $GC_ICpath 
 set TR_ICpath = $GC_ICpath 
 set AE_ICfile = $GC_ICfile 
 set NR_ICfile = $GC_ICfile 
 set TR_ICfile = $GC_ICfile 
 
 set AE_BCpath = $GC_BCpath 
 set NR_BCpath = $GC_BCpath 
 set TR_BCpath = $GC_BCpath 
 set AE_BCfile = $GC_BCfile 
 set NR_BCfile = $GC_BCfile 
 set TR_BCfile = $GC_BCfile 
 
#> input and output files and directories (boilerplate) 



 source in_out.q 
 if ( $status ) exit 1 
  
#> for the run control ... 
 
 setenv CTM_STDATE      $STDATE 
 setenv CTM_STTIME      $STTIME 
 setenv CTM_RUNLEN      $NSTEPS 
 setenv CTM_TSTEP       $TSTEP 
 setenv CTM_PROGNAME    $EXEC 
 
#> look for existing log files 
                               
 set test = `ls CTM_LOG_???.${APPL}` 
 if ( "$test" != "" ) then 
    if ( $DISP == 'delete' ) then 
       echo " ancillary log files being deleted" 
       foreach file ( $test ) 
          echo " deleting $file" 
          rm $file 
          end 
       else 
       echo "*** Logs exist - run ABORTED ***" 
       exit 1 
       endif 
    endif 
 
#> - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 
 
 env 
 
 ls -l $BASE/$EXEC; size $BASE/$EXEC 
 
#> Executable call for single PE, uncomment to invoke 
# time  $BASE/$EXEC 
 
#> Executable call for multiple PE, set location of MPIRUN script 
# set MPIRUN = /usr/lib64/mpi/gcc/openmpi/bin/mpirun 
# set TASKMAP = $BASE/machines8 
# cat $TASKMAP 
# time $MPIRUN -v -machinefile $TASKMAP -np $NPROCS $BASE/$EXEC 
 
mpdrun -np $NPROCS $BASE/$EXEC 
 
 date 
 exit 
 
 



Appendix 3.1    Error spreadsheets 
 
Appendix 3.1 is a spreadsheet of error statistics which can be accessed at: 
 
http://www.ladco.org/reports/pm25/winter_nitrate/error_statistics.pdf 
 
login:  ladco 
password:  Mayville 
 
A screencapture of the spreadsheet is found here: 
 

 
 
And here 
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Winter Nitrate Study: CAMx Air Quality Modeling (December 22, 2011) 
 
To understand wintertime episodes of fine particle (PM2.5) concentrations in the upper Midwest, 
the Lake Michigan Air Directors Consortium (LADCO) conducted the Winter Nitrate Study.  The 
study included field measurements and subsequent data analyses.  As part of the data 
analyses, photochemical modeling was conducted by the University of Iowa using CMAQ and 
by LADCO using CAMx.  The purpose of this memo is to summarize the results of the CAMx 
modeling.  Key findings of this modeling include: 

 Comparisons of modeled and measured PM2.5-mass and PM2.5 chemical species show 
generally good agreement.  Overall, the model is able to simulate the magnitude, spatial 
pattern, and temporal profile of measured PM2.5 mass and chemical species 
concentrations, with several notable concerns: (a) PM2.5-mass and sulfate are 
overestimated at Milwaukee and across the 12 km domain in February and March, (b) 
elemental carbon is overestimated, and (c) organic carbon is generally underestimated. 
 

 Reductions in PM2.5 precursor emissions (NH3 and NOx) resulted in reductions in 
modeled PM2.5 concentrations.  NH3 reductions have a greater impact on PM2.5 
concentrations than NOx reductions. 

 
Background  
High PM2.5 concentrations occur in portions of the Minnesota, Iowa, and Wisconsin during the 
wintertime.  In 2008, LADCO initiated a Winter Nitrate Study to provide states with information to 
support air quality management efforts to deal with this problem.  A special measurement study 
was conducted at two sites in Wisconsin (an urban site in Milwaukee and an upwind rural site in 
Mayville) from December 2008 to March 2009.  A full suite of PM2.5 mass and chemical species, 
as well as criteria gases (e.g., ammonia, nitric acid, and NOy) and meteorology were collected 
at the two sites.  A 2-phase approach is being followed to analyze the data from the Winter 
Nitrate Study, with Phase I consisting of data analysis and simple “box” modeling, and Phase II 
utilizing more sophisticated box models and 3-dimensional photochemical models. 
 
The final Phase I report was prepared by a team of researchers from the University of Iowa and 
the University of Illinois with funding provided by the Electric Power Research Institute.  Study 
results include: 

 Obtained and validated the data set from the Wisconsin measurement study and, for 
comparison purposes, from the Atlanta urban-rural monitor pair in the SEARCH network. 

 Identified 13 periods of high PM2.5 concentrations - 7 episodes affecting both sites and 6 
episodes affecting only Milwaukee. 

 Assessed the representativeness of the measurement period (i.e., comparison of Jan-Mar 
2009 to Jan-Mar for previous years) 

 Examined diurnal patterns and chemical composition during episode and non-episode 
conditions. 

 Conducted meteorological analyses including back trajectories and identification of key 
variables associated with the PM2.5 episodes. 

 Examined the urban excess concentrations in Milwaukee (compared to Mayville) and 
concentrations as a function of wind direction to identify regional and local sources. 

 Applied thermodynamic equilibrium models to determine sensitivity to reductions in 
precursor concentrations. 
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The report also provides an updated conceptual model of wintertime nitrate formation in the 
upper Midwest: 

 Fine particle episodes during the study all began under similar synoptic conditions, with 
the arrival of a surface low pressure system and were marked by a shallow, stable 
boundary layer, increases in temperature and relative humidity, light southerly winds, and 
cloud cover.  Strong late-season episodes occur in the presence of regional snow cover at 
temperatures near freezing, when snow melt and sublimation generate fog and strengthen 
the boundary layer inversion. 

 Wintertime fine particle events in the upper Midwest vary by year. 
 Episodes in Wisconsin showed strong enhancements in both primary and secondary 

aerosol compounds.  
 Both daytime and nighttime nitrate production pathways were important during episodes. 
 Under current conditions, the thermodynamic sensitivity of the system was more ammonia 

(NH3)-limited at higher PM2.5 concentrations.  Under likely future, lower sulfate conditions, 
however, the system was more nitrate-limited. 

 
The final report is available at: http://www.ladco.org/ (see New Documents) 
 
A draft Phase II report was prepared by the University of Iowa.  Most of the report involves 
addressing science questions using a series of model runs using the Community Multi-scale Air 
Quality Model (CMAQ).  Key study results include: 

 Overall, absolute and relative concentrations were reproduced well. Episodes were (on 
average) predicted with negative bias. Key species not simulated as well as others during 
episodes include organic carbon (OC), nitrate, and NH3 - all underestimated.  

 The absolute PM2.5 prediction skill was fairly good.  Specifically, 10 of 13 of the Milwaukee 
episodes, and 4 of 7 of the Mayville episodes were simulated successfully (based on 
CMAQ producing a 7-hour average PM2.5 /m3 during the episode, or 
within 12 hours before or after the observed episode). 

 Comparison of modeled and measured enhancement ratios relative to that of PM2.5 tell a 
consistent story, that the model is underestimating secondary aerosol (nitrate, sulfate and, 
possibly, SOA) during episodes.  

 Despite the low NH3 prediction, prediction of the gas ratio, which is a good indicator of 
sensitivity to precursor emission reductions, is only slightly low -- due to offsetting 
negative bias in both sulfate and nitrate. 

 Model performance characteristics differ by month (e.g., at Milwaukee, total NH3 bias 
goes from negative bias in January to little bias in March, and PM2.5 mass goes from 
negative bias in January to positive bias in March). 

 The model showed unbiased or positively biased elemental carbon (EC) predictions, 
coupled with negative bias for OC, leading to systematically low OC/EC ratios. This 
suggests possible errors in the emissions of EC and/or OC.  

 For the basecase, model sensitivity differs for NOx and NH3 emission reductions.  A 30% 
reduction in regional NOx emissions results in a small PM2.5 decrease (up to 4% on 
average) in the more northern and western portions of the domain (which are NH3-rich) 
and a small PM2.5 increase (mostly from more sulfate) in the southern portion of the 
domain.  A 30% reduction in regional NH3 emissions results in as much as a 10% PM2.5 
reduction occurring broadly across Wisconsin, Michigan, Illinois, Indiana and Ohio. 

 For a 2015 proxy scenario (with substantial SO2 reductions due to the Cross-State Air 
Pollution Rule and on-going mobile NOx reductions due to EPA emission standards), 

http://www.ladco.org/
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sensitivity to ammonia reductions decreases slightly. Sensitivity to NOx reductions are 
enhanced by about a factor of 1.5. 

 
Overview of CAMx Modeling  
The air quality analyses conducted by LADCO with the CAMx model used emissions and 
meteorology generated using EMS and WRF, respectively.  The LADCO States have relied on 
CAMx as the primary regional air quality modeling tool for several years for the following 
reasons: performance, operator considerations (e.g., ease of application and resource 
requirements), technical support and documentation, model extensions (e.g., 2-way nested 
grids, process analysis, source apportionment, and plume-in-grid), and model science. 
 
CAMx model set-up for this study is summarized below: 
 Version:  CAMx v5.2      

Chemistry:  CB05 gas phase chemistry, SOA chemistry updates, ISORROPIA inorganic  
  chemistry, SOAP organic chemistry, RADM aqueous phase chemistry  

 Deposition:  AERMOD dry deposition 
 Other:    PPM horizontal transport 
 
The modeling domain consisted of the National RPO grid at 36 km and an inner Midwest grid at 
12 km – see Figure 1. The vertical resolution in the air quality model consists of 16 layers 
extending up to 15 km, with higher resolution in the boundary layer.  

 
Figure 1. CAMx Modeling Domain 

 
Two phases of CAMx modeling are planned.  For the initial phase, the existing regional 
emissions inventory developed by LADCO for a 2007 base year (Base Cv7) and WRF-based 
meteorology developed by the State of Wisconsin for the January – March 2009 period were 
used.  Although the emissions time period does not coincide to that of the special field study, it 
does represent the most recent year for which the necessary model inputs are available and 
should give a fair representation of air quality impacts. 
 
For the second phase, emissions for the time period of the special field study will be used (i.e., 
January – March 2009).  The EGU and on-road emissions, in particular, will need to be updated 
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to reflect the study period.  Once the updated inventories are available, then the second phase 
of the modeling will be conducted.  
 
Meteorology: Meteorological inputs were derived using the WRF model.  A map showing the 
WRF modeling domain and grid resolution is provided in Figure 2.!

!
Figure 2. WRF Modeling Domain 

!
The 2009 WRF modeling was conducted by the State of Wisconsin.  The model set up and 
configuration for these runs were similar to that used in previous 2007 WRF meteorology by the 
State of Iowa and the Regional Planning Organizations – see “WRF Meteorological Modeling 
Performance Evaluation and Documentation”, Atmospheric and Environmental Research, Inc., 
December 19, 2011 - http://sesarm.aer.com/static/pages/v0.9/SESARM-Final-Report-20111219.pdf 
 
Although no formal evaluation of the 2009 WRF meteorology was conducted, a formal 
evaluation was conducted by the State of Iowa for recent WRF modeling by the State of 
Wisconsin for the period January 2010 – June 2011.  This performance evaluation (for the 12 
km domain) contained four components: 

1) A statistical evaluation of surface meteorological fields at observation locations 

2) A comparison of modeled and observed vertical profiles of meteorological variables at 
upper air stations 

3) A comparison of modeled and observed precipitation accumulated across each month of 
the simulation year 

4) A comparison of modeled and observed cloud cover during select air quality episodes 
 
Key findings of the evaluation include: 

http://sesarm.aer.com/static/pages/v0.9/SESARM-Final-Report-20111219.pdf
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 Modeled meteorological fields at the surface over the LADCO states perform generally 
perform well over the course the simulations. 
 

 Daily wind speed bias and error were below the respective benchmarks nearly every day 
of the year.  Wind speeds during the day, when winds are at their strongest, are often 
under-predicted.  Wind speeds at night are often over-predicted, though this may be due 
in large part to an artificial positive bias which is introduced when evaluating “calm” 
winds. 
 

 Daily temperature bias was below the threshold for a significant number of days.  When 
the threshold was exceeded, the majority of bias values were not far from the 
benchmark.  Daily temperature error was within the threshold for the majority of days.   
 

 Daily mixing ratio bias was within the threshold nearly all days and daily mixing ratio 
error was within the benchmark threshold every day during the simulation periods.  
Benchmarks do not exist for relative humidity; however, based on the performance of 
temperature and mixing ratio, relative humidity performance should be considered 
adequate except during February, March, and April.   
 

 Vertical profiles of temperature, dew point, and winds are well simulated.  This is not 
surprising, as these upper level fields are nudged towards observations.  Boundary layer 
vertical profiles are more uncertain.   
 

 Cloud cover and precipitation were well simulated.  WRF adequately represents 
precipitation fields, however, heavier precipitation events in the spring and summer are 
frequently under-predicted.  This is not typical of meteorological model runs. 

 
The State of Wisconsin did provide a comparison of average modeled and observed 
temperature at Milwaukee for January and January-March 2009 – see Figure 3.  This figure 
shows that WRF is able to reproduce the average daily temperature profile. 

 
Figure 3. Modeled and measured temperatures at Milwaukee 

 
 
Emissions: For states in the upper Midwest (which make up a large part of the 12 km modeling 
domain), emission inventories were prepared for a 2007 base year using 2007 data for EGU 
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point, nonroad and on-road, and 2008 data for other sectors (non-EGU point and area).  Point 
and area source emissions were supplied by the states.  Emission models were used to 
estimate emissions for on-road, off-road, ammonia, and biogenic sources.  EPA’s new 
MOVES2010a model was used with national default inputs to produce on-road emissions for the 
country.  EPA’s NMIM2008 model was used to produce emissions for most off-road sources.   
Emission estimates for three other off-road categories (commercial marine, aircraft, and rail) 
were developed separately: marine emissions will continue to be based on LADCO’s Base M 
(2005) inventory, aircraft emissions for 2008 were provided by the States, and rail emissions 
were based on the new 2008 inventory prepared by ERTAC.  Biogenic and fire emissions 
developed for 2009 by the University of Iowa were used in this modeling. 
 
The agricultural ammonia emissions were based on Carnegie Mellon University’s Ammonia 
Emission Inventory for the Continental United States.  Specifically, the CMU annual emissions 
for 2002 were first grown to reflect 2007 conditions.  A new process-based ammonia emissions 
model developed for LADCO (see Zhang, et al, 2005, and Mansell, et al, 2005) was then used 
to develop temporal factors – i.e., month of year, and hour of day.  
 
For the rest of the states in the modeling domain, Base M (2005) inventories will be used until 
more recent inventories are available from other regional organizations. 
 
Emissions for Canada were based on the 2005 Canadian National Pollutant Release Inventory, 
Version 1.0 (NPRI).  A subset of the NPRI data (emissions and stack parameters) relevant to 
the air quality modeling were reformatted and used in the regional modeling. 
 
A summary of the regional annual emissions by pollutant and source sector is provided in 
Figure 4. 

 
Figure 4. 2007 annual emissions by pollutant and source sector (LADCO States) 

 
It should be noted that except for the biogenic and fire emissions, the regional inventory does 
not reflect the same time period as the Winter Nitrate Study (i.e., January – March 2009).  For 
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non-EGU point and area sources, the difference between 2008 and 2009 conditions is 
considered to be small, so the regional inventory is probably reasonable for these source 
sectors.  For EGUs and on-road sources, the difference is significant.  Utilities in many parts of 
the eastern U.S. installed controls in the late 2000’s to comply with Phase I of EPA’s Clean Air 
Interstate Rule and, as a result, SO2 and NOx emissions for EGUs in Wisconsin, for example, 
were 25% and 33% lower, respectively, for January – March 2009 compared to January – 
March 2007.  Also, on-road emissions for January – March 2009 were about 5% lower 
compared to January – March 2007 due to various federal motor vehicle control programs (and 
fleet turnover).  The use of higher SO2 and NOx emissions for these two sectors in the inventory 
will affect model performance (e.g., modeled SO2 concentrations are expected to be higher than 
if actual 2009 emissions were used). 
 
 
Basecase Modeling 
The basecase modeling results were compared to the special measurement data to assess 
model performance.  The comparisons included graphical and statistical analyses. 
 
Time series plots of modeled and measured hourly and daily1

 

average PM2.5 concentrations at 
Milwaukee and Mayville are provided in Figure 5.  The plot based on hourly average show 
significant overprediction at Milwaukee (note: at least the model identifies the periods of high 
measured concentrations), but good agreement at Mayville.  The plots based on daily average 
data indicate much better agreement than those based on hourly average data at both sites. 

Time series plots of modeled and measured hourly and daily average sulfate and nitrate 
concentrations at Milwaukee and Mayville are provided in Figures 6 and 7, respectively.  Sulfate 
agreement is good for many hours and days, but is significantly overpredicted for several PM2.5 
episodes.  The overprediction may be due to a combination of emissions (i.e., use of 2007, 
rather than 2009 emissions) and meteorology.  The nitrate plot shows good agreement between 
modeled and measured concentrations - especially, for the January 21-23 episode 
 

                                            
1 Hourly PM2.5 measurements based on continuous TEOM sampler operated by WDNR, and daily PM2.5 
measurements based on 1-in-3 day, filter-based SASS sampler operated by WDNR. 
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Figure 5. Time series of hourly (top) and daily (bottom) PM2.5-mass concentrations at Milwaukee (550790026) 

and Mayville (550270007) 
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Figure 6.  Time series of houlry (top) and daily (bottom) sulfate concentrations at Milwaukee (550790026) and 

Mayville (550270007) 
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Figure 7.  Time series of houlry (top) and daily (bottom) nitrate concentrations at Milwaukee (550790026) and 

Mayville (550270007) 
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Scatterplots for PM2.5 mass and PM2.5 chemical species (sulfate, nitrate, organic carbon, and 
elemental carbon) are provided for the following: 

 Figures 8a and 8b: Daily average measurements from the 1-in-3 day, filter-based SASS 
samplers at Milwaukee and Mayville, 
 

 Figures 9a – 9c: Daily average measurements from the continuous samplers at 
Milwaukee and Mayville, and 
 

 Figure 10: Daily average measurements from the 1-in-3 day, filter-based SAS 
samplers at all sites in the 12 km domain. 

 Based on inspection of the scatterplots, several key findings are summarized in Table 1.   
These results are consistent with time series plots above. 

 

Table 1. Model Performance Results (based on scatterplots) 
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Figure 8a. Scatterplots of PM2.5-mass (top) and PM2.5-species (bottom) for January, February, and March at Milwaukee 
(based on 1-in-3 day sampling) 
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Figure 8b. Scatterplots of PM2.5-mass (top) and PM2.5-species (bottom) for January, February, and March at Mayville 
(based on 1-in-3 day sampling) 
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Figure 9a. Scatterplots of PM2.5-mass for January, February, and March at Milwaukee (top) and Mayville (bottom) 
(based on continuous sampling) 
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Figure 9b. Scatterplots of sulfate for January, February, and March at Milwaukee (top) and Mayville (bottom) 
(based on continuous sampling) 
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Figure 9c. Scatterplots of nitrate for January, February, and March at Milwaukee (top) and Mayville (bottom) 
(based on continuous sampling) 
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Figure 10. Scatterplots of PM2.5-mass (left) and PM2.5-species (right) for January, February, and March for all sites in the 12 km domain 
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Spatial maps of measured and modeled daily average PM2.5 concentrations for the January 21-
23 episode are provided in Figure 11.  The magnitude and spatial pattern of measured and 
modeled daily average concentrations agree well. 
 

  

  

 

         
 
Figure 11. Spatial plot of measured (left) and modeled (right) daily PM2.5concentrations (Jan 21-23) 
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Time series plots for hourly average NOx at Milwaukee and SO2 at Mayville are provided in 
Figure 12.  The NOx plot shows good agreement during several PM2.5 episodes, but significant 
overprediction on most other days. The SO2 plot shows very good agreement throughout the 
period. 

 

 
Figure 12. Time series of modeled and measured hourly NOx at Milwaukee (top)  

and SO2 at Mayville (bottom) 
    

In summary, this model performance evaluation indicates that the modeled concentrations are 
generally consistent with monitoring data.  Overall, the model is able to simulate the magnitude, 
spatial pattern, and temporal profile of measured PM2.5 mass and species concentrations, with 
several notable concerns: (a) PM2.5-mass and sulfate – overestimated at Milwaukee and across 
the 12 km domain in February and March, (b) elemental carbon – overestimated, and (c) 
organic carbon – generally underestimated. 
 
Sensitivity Modeling 
Two model sensitivity runs were conducted to determine the effect of emission reductions on 
PM2.5 concentrations: - 30% in NH3 emissions and -30% in NOx emissions.  Monthly average 
concentration and concentration difference plots are provided in Figures 13a, 13b, 13c, and 13d 
for PM2.5, total ammonia, nitrate, and sulfate, respectively.  A spatial plot of PM2.5 daily average 
concentrations for the January 21-23 episode for the base and two sensitivity runs is provided in 
Figure 14.   
 
The plots show: 

 Reductions in NH3 emissions are generally more effective in lowering PM2.5 
concentrations compared to reductions in NOx emissions. 

 
 There are spatial differences in the impact of NH3 and NOx reductions, with NH3 

reductions being more effective east of the Mississippi River, and NOx reductions being 
more effective west of the Mississippi River. 

These results are consistent with the CMAQ modeling by the University of Iowa. 
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Figure 13a. Monthly average PM2.5 concentrations for base, -30% NH3, and -30% NOx model runs (left side),  
and monthly average PM2.5 concentration differences: -30% NH3 v. base, and -30% NOx v. base (right side) 
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Figure 13b. Monthly average ammonia concentrations for base, -30% NH3, and -30% NOx model runs (left side),  
and monthly average ammonia concentration differences: -30% NH3 v. base, and -30% NOx v. base (right side) 
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Figure 13c. Monthly average nitrate concentrations for base, -30% NH3, and -30% NOx model runs (left side),  
and monthly average nitrate concentration differences: -30% NH3 v. base, and -30% NOx v. base (right side) 
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Figure 13d Monthly average sulfate concentrations for base, -30% NH3, and -30% NOx model runs (left side), 
and monthly average sulfate concentration differences: -30% NH3 v. base, and -30% NOx v. base (right side) 
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Figure 14. Spatial plot of PM2.5 concentrations (Jan 21-23) for base, -30% NH3, and -30% NOx model runs  
Note: these are the same model results on two different scales
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Science Question: How does model skill of CMAQ and CAMx compare for the two 
Wisconsin sites? 
 
Overall, the University of Iowa’s CMAQ modeling and LADCO’s CAMx modeling provide similar 
results.  The two sets of model predictions were compared to the special field measurements at 
Milwaukee and Mayville, and to each other.  In addition, the NH3 and NOx emission reduction 
runs were compared to each other. 
 
Model performance for CMAQ and CAMx shows generally good agreement.  Overall, the model 
is able to simulate the magnitude, spatial pattern, and temporal profile of measured PM2.5 mass 
and chemical species concentrations, with several notable concerns: (a) PM2.5-mass and sulfate 
are overestimated in February and March at Milwaukee, (b) elemental carbon is overestimated 
at both sites, and (c) organic carbon is generally underestimated at both sites. 
 
Model sensitivity for CMAQ and CAMx shows that reductions in PM2.5 precursor emissions (NH3 
and NOx) resulted in reductions in modeled PM2.5 concentrations.  For the basecase scenario, 
NH3 reductions have a greater impact on PM2.5 concentrations than NOx reductions. 
 



Appendix 3.3.  Selected Questions Arising from Internal Review Comments 

 

Why are episodes of elevated PM2.5 at Jefferson St. (Atlanta) and Yorkville, GA underpredicted by 

the 36 km CMAQ simulations? 

Figure 3.9.1 shows negative bias for PM2.5 and OC (the most enhanced species during episodes) 

at the Jefferson St. site.  The numerical values of the model performance metrics can be found in 

Appendix 3.1, and are (for total PM2.5 during all episodes): model mean of 24.6 µg m-3, observation mean 

of 29.7, and fractional bias of -0.23.  For organic carbon, the performance statistics for the same 

averaging period: model mean 5.3 µg m-3, observed mean 11.6, and fractional bias -0.75.  Our working 

hypothesis is that episodes at Jefferson St. were not predicted by the model because the 36 km resolution 

of the model prevents resolving of the localized sources of OC and EC impacting that site.  This is 

supported by papers (citations below) related to the Atlanta Supersite monitoring at the same location.  

Episodes at Yorkville were only 2 in number, and it is difficult to assign relative importance to model 

spatial resolution, missing regional SOA formation, and (perhaps) errors in modeling transport of the 

Atlanta plume to Yorkville during the 2 nights that registered the episodes.   Directional analysis, review 

of Atlanta supersite papers, and diurnal patterns support these hypotheses.  One area where perhaps the 

hypothesis could be challenged is that EC and NOx at Jefferson St. during episodes do not show the 

pronounced negative bias that OC does, and NOx at Yorkville does not show the pronounced negative 

bias  that OC and EC do (see phase II, figures 3.9.1-3.9.3).  Discussion with researchers familiar with the 

experimental site, the surrounding land use, and modeling of this location (Ted Russell of Georgia Tech, 

and Eric Edgerton of ARA Inc.) felt that the nighttime increases in OC were likely NOT due to local 

sources, but rather to motor vehicle sources distributed over a wider geographical range.  In 2003, the site 

was reported to be representative of neighborhood scale concentrations for PM2.5, or a representative 

distance of 0.5-4 km [Solomon et al., 2003].  Russell mentioned that some of the local sources of PM 

running in the early 1990s are no longer operational and that the spatial representativeness of the site has 

increased since the 1990s.  Therefore, the problem in OC prediction may be due to causes other than 

representation error / resolution.  Other probable candidates are the emissions of OC in the grid cell, 

ability to simulate the height and windspeeds in the inversions, and SOA formation.   

As shown in Appendix 3 of the Phase 1 report (figures reproduced below), the episodes recorded 

at the Jefferson St. and Yorkville are largely due to nocturnal increases in OC concentrations.  This is 

consistent with the (August 1999) results from the Atlanta Supersite [Solomon et al., 2003; Weber, 2003] 

where 2 types of short term PM2.5 increase were noted, afternoon/evening peaks in PM2.5 attributed to 

regional secondary sulfate production, and nighttime increases in OC and EC associated with localized 

sources, low wind speeds, and weak vertical mixing.  A substantial fraction of the nighttime OC/EC was 



hypothesized to come from motor vehicles.  The diurnal pattern of OC and EC measured during the 2009 

study was similar to that measured during the supersite [Weber, 2003]. 

   

Figure A3.1.  Repeated figure from Appendix 3 of the Phase 1 report, with diurnal patterns for OC at 

Jefferson St. (top) and Yorkville (bottom). 



 

Figure A3.2.  Repeated figure from Appendix 3 of the Phase 1 report, with diurnal patterns for BC at 

Jefferson St. (top) and Yorkville (bottom). 

 

The nighttime mean peak in OM+EC, and the daytime minimum (during August 1999) reported 

by Weber were 17 (at 07:00) and 10 (at 17:00) µg m-3, respectively.  In the LADCO (Jan-Mar 2009) 

study, the values are 9.2 (at 23:00) and 4.0 (at 13:00) µg m-3, respectively.  Although the peak average 

OM+EC concentration was at 23:00 in the LADCO WNS, the 07:00 value was comparable at about 8.1 

µg m-3.  These changes (from 17 to 9 and from 10 to 4) may represent decreased local emissions from 

1999 to 2009, or it may reflect the lower SOA concentration in Jan-Mar relative to August.  Both studies 

used a multiplier of 1.4 to go from OC to OM.   



While the papers reviewed on the Atlanta supersite analyzed diurnal patterns, the papers cited in 

this appendix did not examine wind direction.  However, directional analysis of concentrations was part 

of the phase 1 study.  For example, Figure 5-10 from (from phase 1) showed a directional feature for 

Jefferson St. for NOx to the south and southeast.  Figures in the same section show that increases in NOx 

and PM2.5 are associated with low speed winds from the south.  Solomon et al. [2003] notes there was (in 

1999) an operating bus maintenance facility to the south of the site, and Russell confirmed this remained 

operational in 2009.  Directional analysis of OC and BC were not done in Phase 1 but have now been 

completed, and show significant enhancement in OC and BC (but increased OC/BC ratios) with winds 

from the south.  A local influence is suggested by this combined NOx / PM2.5 / OC and BC signature 

during light southerly winds.  One caveat to this is that while low wind speeds occurred from both the 

southeast and northwest directions at this site (see windroses in Figure A3.7), it may be that low 

windspeeds under stable inversion conditions only occurred from the south/southeast.  The corollary to 

this is that if light winds and stable conditions occurred from other directions, that OC would still be 

elevated.  Joint analysis of atmospheric stability, OC concentrations, and wind direction would be 

required to separate these factors.     

 

Figure A3.3.  Conditional Probability Function for OC > 6 µg m-3 at Jefferson St. 
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Figure A3.4.  Conditional Probability Function for BC > 1.2 µg m-3 at Jefferson St. 

 

The directional analysis for Yorkville, GA done in phase 1 showed a NOx feature to the southeast 

and east, possibly consistent with transport from Atlanta.  OC and BC directional analysis was not 

performed in Phase I but has recently been completed.  OC and BC increases are associated with south 

and southeast winds, but these are based on a low number of hours.   

 

Figure A3.5.  Conditional Probability Function for OC > 4 µg m-3 at Yorkville 
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Figure A3.6.  Conditional Probability Function for BC > 0.5 µg m-3 at Yorkville 

 

Conditional probability for NOx was associated with episodes at Yorkville in a similar manner to OC in 

diurnal plots, had the same directionality as the BC plot above, but a slightly different directionality than 

OC above (OC having a larger southerly component).   

The fact that OC and EC had similar conditional probability functions at both Yorkville and 

Jefferson St. may be caused by coincidence (with both locations have sources of OC and EC to the south 

and southeast), it may be caused by these wind directions being common nighttime winds directions at 

both sites, or it may be indicative of regional transport of high OC and EC air masses from the south, 

perhaps from biomass burning.  Investigations to discriminate observed OC sources, and model 

representation of them, would be greatly assisted by source apportionment techniques such as organic 

molecular markers.   
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Figure A3.7.  Wind roses for the Georgia sites.   

 

Is the fact that there was effectively little difference in the PM results between the base and no snow 

cases imply that the link in the model between PM and pertinent met (relative humidity?) is not 

strong enough? 

The snow cases (no snow and constant snow) change the surface albedo and the surface energy 

budget.  In the case with snow, daytime increase in PBL height is much greater.  The diurnal pattern for 

“snow” case in PBL is 350 (avg min) to 400 m (avg max).  In the now snow case it is 150 m (min) to 700 

m (max).  These are study averages for Mayville.  So the main influence is that in the no snow case, local 

emissions are concentrated at night and then ventilated during the day.  These influence PM2.5 in opposite 

directions so that the overall impact is not that large.     
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How do the vertical profiles fit into these results? Is the bulk of the TNO3 (or portion that remains 

unchanged with local NOx emission reductions) above or below the inversion layer? The cloud 

layer?  What role do oxidants play here? 

These are excellent questions, but the project team was unable to investigate them within the 

project.  Investigation of the vertical profiles of precursors, oxidant and radical species, and aerosol 

species during episode and non-episode conditions at several spatial locations in the model domain should 

be conducted.  The archived model results from either CMAQ or CAMx could be used to do this.   

 

TNH3 is underpredicted at the Georgia sites (fractional bias of -0.61 and -0.76 at urban and rural 

sites, respectively) and TNO3 is overpredicted at the Georgia sites (fractional bias of +0.38 and 

+0.49 at urban and rural sites, respectively) – see Table 3.9.2 for additional statistics.   What might 

be the cause of this, how might these biases be improved in the future, and how might the CMAQ 

NH3 bidirectional flux model influence these results? 

These are excellent questions, but the project team was unable to investigate them within the 

project beyond the following observations:  

(1) As mentioned above with respect to 36 km model skill for OC, these sites may not be representative of 

the 36x36 km grid cell averages that the model is simulating.  A wider analysis using more measurement 

sites across the southeast or remote sensed NH3 would be needed before confidently labeling the model as 

biases with respect to these two pollutants.  The urban site is near several combustion-related sources 

(railyards, bus maintenance facility, highways) and that may influence the NH3 measurements.  In fact, in 

the phase I report [Baek et al., 2010] directional sources of NH3 were located for both Jefferson St. and 

Yorkville.  The rural site has been documented having agricultural NH3 emission influences [EPRI, 

2011].  

(2) Once model runs at appropriate spatial resolution (such that local sources can be resolved) are 

available as necessary depending on the monitoring site, the analyses such as those in sections 3.3 and 3.6 

may lend insight into model performance.  The process analysis and spatial analysis as found in section 

4.2, and the correlation of concentrations and bias with meteorology as found in section 4.4 may also be 

valuable analyses. 

(3) Initial evaluations of the effect of the bidirectional flux model in CMAQ 5.0 indicate that (at least for 

summertime) concentrations were increased in the Southeastern U.S. by about 2 ppb, mainly due to 

decreased dry deposition [Jeong et al., 2011].  For reference, the (Jan-Mar) Yorkville and Jefferson St. 

mean NH3(g) concentrations were 2.3 ppb at both sites.   
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Appendix 5.1.  Day specific NOx and NH3 emissions 
 

Day specific NOx emissions were considered several times during project conference 

calls, and calculations regarding day-specific NOx emissions and their potential influence on 

episode air quality were done by S. Shaw, M Janssen, and C. Stanier.  The conceptual model 

motivating these calculations was that very cold temperatures leading into episodes caused day-

specific increases in space heating NOx emissions, potentially causing elevated NOy and nitrate 

levels.  Given the study results on ammonia sensitivity (particularly Figures 5.4.3 and 5.6.2) and 

on temperature-dependent ammonia fluxes (section 4.4) day-specific NH3 emissions are also 

recommended for development.   

 Our final conclusion regarding the impact of day-specific NOx variation is that further 

work in this area is warranted.   Modeling with day-specific emissions offers a potential 

improvement to the aspect of model performance labeled as “nitrate concentrations and 

associated NOy emissions, chemistry, transport, and deposition” in section 3.11.  While it is 

unclear how much day-specific NOx emissions can fix total nitrate errors in the model, errors 

associated with nitrate were estimated as the #2 most important factor in overall PM2.5 prediction 

for Milwaukee all hours, Milwaukee episodes, Mayville all hours, and the #1 aspect of model 

performance for Mayville episodes.    

A few different perspectives that may help guide future research are recorded in this 

Appendix.  These were discussed in conference calls or emails, or developed from the model and 

measurement times series.  

 

 Perspective 1 – episodes are preceded by cold temperatures 

o Figure A.1.1 shows the correlation between Milwaukee temperature and space 

heating NOx for the 5 counties around Milwaukee.  While the LADCO emissions 

have monthly variation in space heating NOx, they do not have daily variation. 

   



 

Figure A.1.1.  Daily Space Heating NOx Emissions (tons d-1) for the 5 county area 
around Milwaukee.   
 
Figure A.1.2 shows the difference between daily space heating NOx and the 

monthly mean space heating NOx, overlaid on an indicator of episodes (grey 

shading).  While there is a visually apparent relationship, a statistically significant 

relationship between NOx emission in the days prior to episodes (relative to other 

days) could not be identified, regardless of the time window prior to episode peak 

or episode onset used.  Figure A.1.3 documents the correlation between 

temperature and NOx model bias.  A large part of this relationship is likely due to 

boundary layer meteorology representation in the model, but we have not ruled 

out a contribution from day-specific NOx emissions.  A correlation between space 

heating NOx and NOx bias is similar, with an R2 value of 0.51.   
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Figure A.1.2.  Episode periods (Milwaukee) in grey and NOx emissions from 
space heating in black, with the mean monthly NOx emissions subtracted off.  The 
numbers refer to episode severity (duration times concentration).  The most severe 
episodes appear to be preceded by a period of high NOx emissions (and low 
temperature), but the time delay between the high emissions and episode onset is 
variable and ranges from 2 days up to 5-6 days.   

 
Figure A.1.3.  Temperature (x axis) and NOx model bias (y axis).   

 

 Perspective 2 – modeled NOx perturbations have only a weak influence on PM2.5 and on 

total nitrate 

o Section 5.6 quantifies that a 30% local NOx reduction (box 120 km on a side, 

centered on Milwaukee) has almost no impact on PM2.5 or on nitrate.  A slightly 
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less localized NOx reduction (box 250 km on a side, centered in Milwaukee) has 

only 10-34% of the effect as a domain wide NOx reduction.  This was investigated 

during all hours, during episode hours, and the full distribution of hourly nitrate 

changes was inspected and there is not a “tail” of hours that have an atypically 

large response of TNO3 to NOx control (e.g. Figure 5.6.4).  Therefore, a sustained 

local increase or decrease of NOx emissions has been investigated and has limited 

influence on nitrate.  A short-term local increase or decrease in NOx would have 

an even smaller impact on TNO3.  However, a perturbation of NOx emissions over 

a wide region (e.g. 500 km +) sustained for several days, would have some impact 

of NOx and nitrate levels, and such a pattern in emissions prior to episodes may 

exist and should be investigated further.     

 Perspective 3 –  In the five county area of SE Wisconsin, space heating is equal to 75% of 

the EGU NOx emissions, and on some days, exceeds the EGU emissions. 

o The EPA CAMD CEMs data from the 4 SE-WI EGUs (Pleasant Prairie, Port 

Washington Generating Station, South Oak Creek, and Valley) were retrieved by 

EPRI and We Energies for the 2009 WNS experimental days, and compared the 

results to the corresponding space heating emissions from the prior calculations.  

On average, space heating emissions from the local area are 75% of that from 

EGUs and on six days space heating was higher than EGU emissions for this 

region which could have the potential to influence the nitrate formation at the 

sites during the episodes.  As conclusions drawn from localized analysis 

(perspective 3) of the space heating vs. EGU NOx emissions differ from statewide 

analysis (see perspective 4), it is likely important to consider temporal variation 

(i.e. day specific emissions) in emissions at localized geographical scales in future 

work.     

 Perspective 4 –  On a statewide basis, variation in EGU and transport NOx is likely to be 

bigger than variation in space heating NOx.   

o Analysis of day-specific space heating natural gas sendouts shows variability 

(with 1 being the January mean) from 1.45 on the highest day to 0.71 on the 

lowest day (We energies spreadsheet).  A potential methodology for a day specific 

space heating NOx emission value would be to calculate a day specific ratio, 



where r = (We specific sendout) / (Average for month of We specific sendouts).    

Domain-wide NOx emissions will then be increased by the formula  

1 , 	  

where f is the fraction of total NOx emissions due to commercial and residential 

emissions.  Note that if r=1 then the term in the brackets is 1 and the total 

emissions are unchanged.  The ratio r varies from 1.45 to 0.71 in January, 2009 

(We energies spreadsheet).    

 On a statewide basis, f for space heating is about 0.08 and EGU are about 

Estimating f from Mark Janssen’s plots of NOx emissions by sector and 

assuming ~78/116 is the fraction of area sources due to residential and 

commercial space heating (taken from Janssen’s file milw_fuel.doc), f is 

about 0.08 in January.  In other words, commercial and residential space 

heating makes up (on average) 8% of NOx emissions in the LADCO base 

C inventory in January.  Therefore, the term in brackets will range from a 

maximum of 1.04 to a minimum of 0.976.   Day-specific EGU emissions 

in a month in Wisconsin are varying by up to 50 TPD on an average of 

about 150.   This would be an r of about 1.33 to 0.67 on a source 

classification with an f of 0.16, or a variation of about ±5% on the total 

inventory as well.  The NOx inventory is dominated by motor vehicles, 

even during cold days in January.  As stated in perspective 3, the ratio f 

will vary from location to location in the state. 

 
 
 
SOURCES: 
 
We Energies-Space Heating NOx Analyses  excel spreadsheet provided by Stephanie Shaw. 
 
Monthly emissions inventory plot (Wisconsin) for NOx by Marc Janssen 
 



 
Figure A.1.4  Monthly emission totals by sector in Wisconsin (in short tons / day).  1 short ton = 
2000 lb.  Space heating is included in the “area” emissions. 
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